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				A Web Around the World, Part 1: Signals Down a Wire

				January 7, 2022
			

The microcomputer had a well-nigh revolutionary impact on the way that business was done over the first twenty years after its invention: the arrival of a computer on every desk made the workplace more efficient in countless ways. But the gadget’s impact on our personal lives during this period was less all-encompassing. Yes, many youngsters and adults learned the advantages of word processing over typewriting, and a substantial minority of both learned the advantages of computer over console gaming. Meanwhile smaller minorities learned of the pleasures of programming, and some even ventured online to meet others of their ilk. Yet the wide-angle social transformation promised by the most starry-eyed pundits during the would-be Home Computer Revolution of the early 1980s didn’t materialize on the timetable we were promised. For a good decade after the heyday of such predictions, one could get on perfectly well as an informed, aware, plugged-in member of society without owning a computer or caring a whit about them. The question of what a home computer was really good for, beyond word processing, entertainment, and accessing fairly primitive online services at usually exorbitant prices, was difficult to answer for the average person. Most of the other usage scenarios proposed during the early 1980s, from storing recipes to balancing one’s checkbook, remained easier and cheaper on the whole to do the old-fashioned way. The personal computer seemed a useful invention in its realm, to be sure, but not a society-reshaping one.

All of that changed in the mid-1990s, when the Internet entered the public consciousness. By the turn of the millennium, those unable or unwilling to buy a computer and enter cyberspace were well and truly left behind, having no seat at the table where our most important cultural dialogs were suddenly taking place. It’s almost impossible to exaggerate the impact the Internet has had on us: on the way we access information, on the way we communicate and socialize with one another, on the way we entertain ourselves, on the very way we think. The claim that the Internet is the most important advance in the technologies of information and communication since Johannes Gutenberg’s invention of the printing press, which once seemed so expansive, now seems almost picayune in relation to the change we’ve witnessed. Coming at the end of a century of wondrous inventions, the Internet was the most wondrous of them all. We may still be waiting for our flying cars and cheap tickets to Mars, but the world we live in today would nevertheless have seemed thoroughly science-fictional just 30 years ago. Seen in this light, the computer itself seems merely a comparatively plebeian bit of infrastructure that needed to be laid down for the really earth-shattering technology to build upon. Or perhaps we were just seeing computers the wrong way before the Internet: what seemed most significant as a tool for, well, computation was actually a revolution in communication just waiting to happen. In this formulation, a computer without the Internet is like a car without any roads.

When I talk about the Internet in this context, of course, I really mean the combination of a globe-spanning network of computers — one which was already a couple of decades old by the beginning of the 1990s — with the much younger World Wide Web, which applied to the network a new paradigm of effortless navigation based on associative hyperlinks. This serves as a useful reminder that no human invention since the first stone tools has ever been monolithic; inventions are always amalgamations of existing technologies, iterations on what came before. In A Brief History of the Future, his classic millennial history of and philosophical meditation on the Internet, John Naughton noted that “it’s always earlier than you think. Whenever you go looking for the origins of any significant technological development, you find that the more you learn about it, the deeper its roots seem to tunnel into the past.”

I thought about those words a lot as I considered how best to tell the story of the Internet and the World Wide Web here. And as I did so, I kept coming back to this word “Web.” In the strict terms by which Tim Berners-Lee meant the word when he invented the World Wide Web, it refers to a logical web of links. But the prerequisite for that logical web is the physical web of cables that allows computers to talk to one another over long distances in the first place. This infrastructure was not originally designed for computers; it is in fact much, much older than they are. Still, this network — the physical network — strikes me as the most logical place to start this series of articles about the Internet, that ultimate expression of instantaneous worldwide communication.



 

Aeschylus’s tragedy Agamemnon of the fifth century BC deals, like so much classical Greek literature, with the Trojan War, an event historians now believe to have occurred in approximately 1000 BC. In the play, we’re told how the Greek soldiers abroad sent news of their victory over the Trojans back to their homeland far more quickly than any ship- or horse-borne messenger could possibly have delivered it. This ecstatic paean to modern communication issues from the mouth of Clytemnestra, the wife of the Greek commander Agamemnon, who has been waiting on her husband for ten years at home in the Peloponnesian city of Argos:


Hephaestus, who sent the blazing light from Ida;

then beacon after beacon’s courier flame:

from Ida first, to Hermes’ crag at Lemnos.

Third came the Athos summit, which belongs

to Zeus: it, too, received the massive firebrand.

Ascending now to shoot across the sea’s back,

the journeying torch in all its power and joy.

The pine wood, like a second sun, conveyed

the gold-gleam to the watchtower on Macistus.

Prompt and triumphant over feckless sleep,

unslacking in its task as courier,

passing Euripus’s streams, the beacon’s light

signaled far off to watchmen on Messapion.

They sent out light in turn, sent on the message,

setting alight a rick of graying heather.

Potent against the dimming murk, the light

went leaping high across Asopus’ plain

like the beaming moon, and at Cathaeron’s scarp

roused missive fire still another relay.

The lookout there did not defy the light

sent from far off; the new blaze shot up stronger.

The glow shot past the lake called Gorgon’s Face;

arriving at the mountains where the goats roam,

it urged the fire-ordnance on.

With all their strength, men raised a giant flame,

beard-shaped, to overshoot and pass beyond

the headland fronting the Saronic strait —

so bright the blaze. Darting again, it reached

Arachne’s lookout peak, this city’s neighbor;

then it fell here, on the Atreides’ mansion.

The light we see descends from Ida’s fire.

Tourchbearers served me in this regimen,

with every handoff perfectly performed.

The runners who came first and last both win.

This is my proof, the pledge of what I tell you.

My husband passed the news to me from Troy.



In this fascinating passage, then, we learn of what may have been the first near-instantaneous long-distance communications network ever conceived, dating back more than 3000 years. The signal began with a burning pyre atop Mount Ida near Troy itself, then flashed onward like a torch being passed between the members of a relay team: to the highlands of the island of Lemnos, to Mount Athos on a northeastern peninsula of the Greek mainland, to the northern tip of the island of Euboea, to finally reach the mainland city of Aulas, whence the Greek fleet had sailed for Troy so long before. From there, the signal fires spread across Greece. Historians and geographers are skeptical whether such a signal system might truly have been practicable, even given the mountainous landscape of the region with its many rarefied peaks. But even if it never existed in reality, Aeschylus — or some other, anonymous earlier Greek who created the legend before him — deserves a great deal of credit for imagining that such a thing might exist.

Others after Aeschylus refined the idea further, into something that would function over shorter distances in places without mountain peaks in useful proximity to one another, something that might be used to send a message at least slightly more complicated than word of a war won. During the Second Punic War of the late second century BC, both Rome and its enemy Carthage are believed to have built networks of signal towers for purposes of battlefield communication. Very simple messages — signals to attack or withdraw, etc. — could be passed from tower to tower by waving torches in distinctive patterns. Many more short-range optical-signal systems followed: the Chinese used fireworks on their border walls to raise the alarm if one section was attacked by the “barbarians” on the other side; harbors raised flags to inform ships of the height and movement of the tides.

But all such systems were sharply limited in the types of information they could transmit and the distances over which they could send it. On any broader, more flexible scale, the speed of communication was still the same as that of messengers on horseback, or of sailors in ships at the mercy of the wind and waves. The impact this had on commerce, on diplomacy, and on warfare is difficult for us children of the mass-media age to appreciate; there are repeated instance in history of such follies as bloody battles fought after the wars that spawned them had already ended, because word of the ceasefire couldn’t be gotten to the front lines in time. The people of the past, for their part, had equally little conception of any alternative speed of communication; for them, the weeks that were required to, say, get a message from the Americas to Europe were as natural as a transatlantic telephone call is to us.

[image: ]Claude Chappe


But in 1789, one Claude Chappe, a French seminary student whose studies had been interrupted by his country’s political revolution, began to envision something else. He became obsessed with the idea of a fast long-range communications network that could transmit messages as arbitrary as the content of any given written letter. He first thought of using electricity, a phenomenon which scientists and inventors were just starting to consider how to turn to practical purposes. But it was still a dangerous, untamed beast at this juncture, and Chappe quickly — and probably wisely — set it aside. Next he turned to sound. He and his four brothers discovered that a cast-iron pot could be heard up to a quarter of a mile away if hit hard enough with a steel mallet. Thus by beating out patterns they could pass messages across reasonably long distances, a quarter-mile at a time. But the method had some obvious problems: its range was highly dependent on the vagaries of wind and weather, and the brothers’ experiments certainly didn’t make them very popular with their neighbors. So, Chappe went back to the drawing board again — went back, in fact, to the ancient solution of optical signalling.

After much experimentation, he arrived at a system based on semaphores mounted atop towers. Each semaphore consisted of three separate, jointed pieces which could be positioned in multiple ways, enough so that there were fully 98 possible distinct configurations of the apparatus as a whole. Six of the configurations were reserved for special purposes, the equivalent of what a digital-network engineer would call “control blocks”: stop and start signals, requests for re-transmission, etc. The other 92 stood for numbers. Chappe provided a code dictionary consisting of 8464 words, divided into 92 pages of 92 words each. The transmission of each word was a two-step procedure: first a number pointing to the page, then another pointing to the word on that page. The system even boasted a form of error correction: since the operator of the next tower in the chain would need to configure his semaphores to match those of the tower before his in order to transmit the message further, the operator in the previous tower got a chance to confirm that his message had been received correctly, and was expected to send a hasty “Belay that!” signal in the case of a mistake.

[image: ]A contemporary sketch of Chappe’s semaphore system.


Optical engineering had by now progressed to the point that Chappe’s towers could be placed much farther apart than any of the signal towers of old, for they could now be viewed through a telescope rather than with the naked eye. Chappe envisioned a vast network of towers, separated from one another by 10 to 20 miles (15 to 30 kilometers) depending on the terrain, the whole extending across the country of France or even eventually across the whole continent of Europe.

The system was labor-intensive, requiring as it did a pair of attendants in every tower. It was also slow — at best, it was good for about one word per minute — and at the mercy of the hours of daylight and to some extent the weather. But when the conditions were right it worked. Appropriately given how the germ of the concept stemmed from Aeschylus, Chappe turned to Greek for a name for his invention. He first wanted to call it the tachygraphe, combining two Greek cognates meaning “fast” and “writing.” But a friend in the government suggested télégraphe — “distant writing” — instead.

Living in revolutionary times tends to bring challenges along with benefits: Chappe and his brothers had to run for their lives during at least one of their tests, when a mob decided they must be Royalist sympathizers passing secret messages of sedition. On the other hand, the new leaders of France were as eager as any have ever been to throw out the old ways of doing things and to embrace modernity in all its aspects. Some of the innovations they enacted, such as the metric system of measurement, have remained with us to this day; others, such as a new calendar that used ten-day weeks (Revolutionary France had a positive mania for decimals), would prove less enduring. Chappe’s telegraph would fall somewhere in between the two extremes, adding a word and an idea to our culture that would long outlive this first practical implementation of it.

On July 26, 1793, following a series of proof-of-concept demonstrations, the National Convention gave Claude Chappe the title of “Telegraph Engineer” in the Committee of Public Safety. And so, while other branches of the same Committee were carrying out the Reign of Terror with the assistance of Madame la Guillotine, Chappe was building a chain of signal towers stretching from Lille to Paris; the terminus in the capital stood on the dome of the Louvre Palace, newly re-purposed as a public art museum.

On August 15, 1794, shortly after the telegraph went officially into service, it brought news of a major French victory in the war with the old, conservative order of Europe that was going on on the country’s northern border. A National Convention delegate named Lazare Carnot ascended to the podium in the Salles des Machines in Paris. “Quesnoy is restored to the Republic,” he read out from the scrap of paper in his hands. “Its surrender took place at six o’clock this morning.” A wave of jubilation swept the hall, prompted not only by the military victory thus reported but by the timeliness with which the news had arrived, which seemed an equally potent validation of the whole forward-looking revolutionary project. A delegate to the Convention named Joseph Lakanal summed up the mood: “What brilliant destiny do science and the arts not reserve to a republic which, by the genius of its inhabitants, is called to instruct the nations of Europe!”

In the end, the republic in question had a shorter career than Lakanal might have hoped for it, but Chappe’s telegraph survived its demise. By the time Napoleon seized power from the corrupt and dysfunctional remnants of the Revolution in 1799, most of France had been bound together in a web of towers and semaphores. Napoleon supported the construction of many more stations as part of his mission to make France the world’s unrivaled leader in science and technology. But Chappe found himself increasingly sidelined by the French bureaucracy, even as he apparently suffered from a debilitating bladder disease. On January 25, 1805, at the age of 42, he either cut his own throat while standing beneath a telegraph tower on the Rue de Saint Germain in Paris, or deliberately threw himself into a well, or stumbled accidentally into one. (Reports of the death of Claude Chappe, like many of those pertaining to his life, are confused and contradictory, a byproduct of the chaotic times in which he lived.)

[image: ]This statue of Claude Chappe used to stand in central Paris on the site where some say he committed suicide, just next to one of his preserved telegraph towers. It was removed and melted down by the Nazis during World War II.


His optical telegraph would live on for another half-century after him, growing to fully 556 towers, concentrated in France but stretching as far as Amsterdam, Brussels, Mainz, Milan, Turin, and Venice. According to folk history, it was used for the last time in 1855, to bring news of the victory of France and its allies in the siege of Sevastopol — a fitting bookend for a system which had announced its arrival with word of another military victory more than 60 years before.

[image: ]Remnants of Chappe’s telegraph network can still be seen in many places in France. This semaphore tower stands in the commune of Saverne in the northeastern part of the country.




 


One morning he made him a slender wire,

As an artist’s vision took life and form,

While he drew from heaven the strange, fierce fire

That reddens the edge of the midnight storm;

And he carried it over the Mountain’s crest,

And dropped it into the Ocean’s breast;

And Science proclaimed, from shore to shore,

That Time and Space ruled man no more.

“We are one!” said the nations, and hand met hand,

In a thrill electric from land to land.

— “The Victory,” written anonymously in honor of Samuel Morse upon his death in 1872



[image: ]This photograph of Samuel Morse was taken in 1840, in the midst of his struggle to interest the world in his electric telegraph.


In 1824,  a 33-year-old American painter named Samuel Morse traveled to Washington, D.C. An artist of real talent with a not unimpressive track record — he had once been commissioned to paint President James Monroe — he had previously been in the habit of prioritizing his muse over his earnings. But now he was determined to change that: he went to the capital in the hope of becoming one of a small circle of painters who earned a steady living by making flattering official portraits of prominent men.

On February 10, 1825, Morse sent a letter back home to his wife in New Haven, Connecticut, with some exciting news: he had won a lucrative contract to paint the Marquis de Lafayette, a famous hero of both the American and French Revolutions. But his wife never got to read the letter: she had died on February 7. The day after Morse had posted his missive, word of her death finally reached him. He immediately left for home, but by the time he arrived she had already been buried. The episode was a painful lesson in the shortcomings of current communications methods in the United States, a country which had not embraced even the optical telegraph.

[image: ]In addition to his more well-known accomplishments as an inventor, Samuel Morse was a painter of no small talent and not inconsiderable importance. He painted his rather magnificent Grand Gallery of the Louvre on his trip to Europe of 1829 to 1832.


Seven years later, Morse found himself aboard a packet ship called the Sully, returning to his homeland from France after an extended sojourn in Europe during which he had combined the profitable business of making miniature copies of European masterpieces with the more artistically satisfying one of trying to create new masterpieces of his own. One of his fellow passengers enjoyed dabbling with electricity, and showed him a battery and some other toys he had brought onboard. Morse was not, as is sometimes claimed, a complete neophyte to the wonders of electricity at this point; a man of astonishingly diverse interests and aptitudes, he had attended a series of lectures on the subject a few years earlier, and had even befriended the instructor. Nevertheless, he clearly had a eureka moment aboard the Sully. “It occurred to me,” he would later write, “that by means of electricity, signs representing figures, letters, or words might be legibly written down [emphasis original] at any distance.” He chattered almost manically about it to anyone who would listen throughout the four-week passage home. His brother Sidney, who met him at the dock upon the Sully’s arrival in New York City, would later recall that he was still “full of the subject of the [electric] telegraph during the walk from the ship, and for some days afterward could scarcely speak about anything else.”

His surprise and excitement at the thought were in some ways a measure of his ignorance: the idea of an electric telegraph that would not be subject to all of the multitudinous drawbacks of optical systems was practically old hat by now in engineering and invention circles. Still, no one had ever quite managed to get one to work well enough to be useful. This may strike us as odd today; as Tom Standage has noted in his book The Victorian Internet, any clever child of today can construct a working one-way electric telegraph in the course of an afternoon. All you need is a length of wire, a breaker switch, an electric lamp of some sort, and a battery. Run the wire between the breaker switch and the lamp, connect the whole circuit to the battery, and you can sit at one end of the wire making the bulb at the other end flash on and off to your heart’s content. All that’s left to do is to decide upon some sort of code to give meaning to the flashes.

But for electrical experimenters at the turn of the nineteenth century, the devil was in the details. One serious problem was that of detecting the presence or absence of electric current at all, many decades before reasonably reliable incandescent light bulbs became available. By 1800, it had been discovered that immersing the end of a live wire into water would generate telltale bubbles; we now understand that these are the result of a process known as electrolysis, in which an electric current breaks water molecules down into their component hydrogen and oxygen atoms. Experiments were conducted which attempted to apply this phenomenon to telegraphy, but it was difficult, to say the least, to read a coherent message from bubbles floating in a pot of water.

A breakthrough came in 1820, when a Danish scientist named Hans Christian Ørsted discovered that electric current pulls the needle of a compass toward itself. Electricity, in other words, generates its own magnetic field. By winding together a coil of wire, one can make an electromagnet, which affects a compass or anything else containing ferromagnetic materials just like an ordinary magnet, with one important difference: this magnet functions only when electric current is flowing through the coil. The implications for telegraphy were enormous: an electromagnet should finally make it possible to instantly and precisely detect the presence or absence of current in a wire.

But there was still another problem: it didn’t seem to be possible to transmit currents over really long wires. Over such distances as those which separated two typical towers in Claude Chappe’s optical-telegraph system — much less that which separated, say, Lille from Paris — the signal just seemed to peter out and disappear. In 1825, a Briton named Peter Barlow, one of the eminent mathematical and scientific luminaries of his day, conducted a series of experiments to determine the scale of the problem. His conclusions gave little room for optimism. A current’s strength on a wire, he wrote, was inversely proportional to the square of its distance from the battery that had spawned it. As for the telegraph: “I found such a sensible diminution with only 200 feet [60 meters] of wire as at once to convince me of the impracticality of the scheme.”

Luckily for the world, not everyone was ready to defer to Barlow’s reputation. An American named Joseph Henry, a teacher of teenage boys at The Albany Academy in New York who was possessed at the time of neither a university degree nor an international reputation, conducted experiments of his own, and found that Barlow had been mistaken in one of his key conclusions: he found that the strength of a current was inversely proportional to its distance from the battery, full stop — i.e., not from the distance squared. In the course of further experimenting, Henry discovered that higher voltages lost proportionally even less of their strength over distance than weaker ones. Fortunately, the state of the art in batteries was steadily improving. Henry found that a cutting-edge 25-cell battery had enough “projectile force” to push a current a fairly long distance; it was able to ring a bell at the end of a wire more than a mile (1.6 kilometers) long. He published his findings in 1831, while a blissfully unaware Samuel Morse was painting pictures in Europe. But the world of science and invention did take notice; suddenly a workable electric telegraph seemed like a practical possibility once again.

Meanwhile Morse spent the years after his eureka moment aboard the Sully as busily and diversely as ever: teaching art at New York University, teaching private pupils how to paint, painting more pictures of his own, serving on the American Academy of Fine Arts, writing feverish anti-Catholic screeds, even running for mayor of New York City under the auspices of the anti-immigration Native American Democratic Association. (Like too many men of his era, Morse was a thoroughgoing racist and bigot in addition to his more positive qualities.) In light of all this activity, it would be a stretch to say he was consistently consumed with the possibility of an electric telegraph, but he clearly did tinker with the project intermittently, and may very well have followed the latest advancements in the field of electrical transmission closely as part of his interest.

But while people like Joseph Henry were asking whether and how an electrical signal might be sent over a long distance in the abstract, Morse was asking how an electric telegraph might actually function as a tool. How could you get messages into it, and how could you get them out of it?

Morse’s first solution to the problem of sending a message is a classic example of how old paradigms of thought can be hard to escape when inventing brand-new technology. He designed his electric telegraph to work essentially like a long-distance printing press. The operator arranged along a groove cut into a three-foot (1-meter) beam of wood small pieces of metal “movable type,” each having from one to ten teeth cut into it to represent a single-digit number; ten teeth meant zero. He then slotted the beam into a sending apparatus Morse called a “port-rule,” attached to one end of the telegraph wire. The operator turned a hand crank on the port-rule’s side to move the beam through the contraption. As he did so, the teeth on the metal type caused a breaker connected to the telegraph wire to close and open, producing a pattern of electrical pulses.

[image: ]Morse’s movable type. We see here two pieces representing the number two, and one representing each of three, four, and five.


[image: ]The whole port-rule apparatus.


At the other end of the wire was an electromagnet, to which was mounted a pencil on the end of a spring-loaded arm made from a ferromagnetic metal. The nib of the pencil rested on a band of paper, which could be set in motion by means of a clockwork mechanism driven by a counterweight. When a message came down the wire, the electrical pulses caused the electromagnet to switch on and off, pulling the pencil up and down as the paper scrolled beneath it. The resulting pattern on the paper could then be translated into a series of digits, which could then be further decoded into readable text using a code dictionary not dissimilar to the one employed by Claude Chappe’s optical telegraph.

[image: ]Morse’s receiving mechanism, which he called the “register.”


It was all quite fiddly and complicated, but by 1837 — i.e., fully five years after Morse’s eureka moment — it more or less worked on a good day. Range was his biggest problem; not having access to the cutting-edge batteries that were available to Joseph Henry, Morse found that his first versions of his telegraph could only transmit a message 40 feet (12 meters). Pondering this, he came up with a rather brilliant stopgap solution, in the form of what is now called a “repeater”: an additional battery partway down the wire, activated by an electromagnet that responded to the current coming down the prior section of wire. “By the same operation the same results may again be repeated,” Morse wrote in his patent application, “extending and breaking at pleasure such current through yet another and another circuit, ad infinitum.” If you had enough batteries and electromagnets, in other words, you could extend the telegraph to a theoretically infinite length.

With his invention looking more and more promising, Morse befriended a younger man named Alfred Vail, the scion of a wealthy family with many industrial and political connections. Vail became an important collaborator in ironing out the design of the telegraph, while his family signed on as backers, giving Morse access to much more advanced batteries among other benefits. In January of 1838, he sent a “pretty full letter” down a wire 10 miles (16 kilometers) long. “The success is complete,” he exalted.

“Give me a lever long enough and a fulcrum on which to rest it, and I will move the world,” the ancient engineer Archimedes had once (apocryphally) said. Now, Morse paraphrased him with an aphorism of his own: “If [the signal] will go ten miles without stopping, I can make it go around the globe.”

One month after their ten-mile success, Morse and Alfred Vail traveled to Washington, D.C., to demonstrate the telegraph to members of Congress and even to President Martin Van Buren himself. The demonstration was not a success; it’s doubtful whether most of the audience, the president among them, really understood what they were being shown at all. This was not least because Morse was forced to set up his sending and receiving stations right next to one another in the same room, then to try to explain that the unruly tangle of wire lying piled up between them meant that they could just as well have been ten miles apart. As it was, his telegraph looked like little more than a pointless parlor trick to busy men who believed they had more important things to worry about.

So, Morse decided to try his luck in Europe. Upon arriving there, he learned to his discomfiture that various Europeans were already working on the same project he was. In particular, a pair of Britons named William Fothergill Cooke and Charles Wheatstone, building upon the ideas and experiments of a Russian nobleman named Pavel Lvovitch Schilling, had made considerable progress on a system which transmitted signals over a set of ten wires to a set of five needles, causing them to tilt in different directions and thereby to signify different letters of the alphabet.

Morse pointed out to anyone who would listen that this system’s need for so many wires made it far more complicated, expensive, and delicate than his own system, which required just one.Yet few of the Europeans Morse met showed much interest in yet another electric-telegraph project, much less one from the other side of the Atlantic. He grew almost frantic with worry that one of the European projects would pan out before he could get his own telegraph into service. Against all rhyme and reason, he began claiming that Cooke and Wheatstone had stolen from him the very idea for an electric telegraph; it had, he said, probably reached them through one of the other passengers who had sailed on the Sully back in 1832. This was of course absurd on the face of it; the idea of an electric telegraph in the broad strokes had been batted about for decades by that point. Morse’s invention was a practical innovation, not a conceptual one. Yet he heatedly insisted that he alone was the father of the electric telegraph in every sense. Europeans didn’t hesitate to express their own opinion to the contrary. The argument quickly got personal. One French author, for example, took exception with Morse’s habit of calling himself a “professor.” “It may be well to state here,” he sniffed, “that he [is] merely professor of literature and drawing, by an honorary title conferred upon him by the University of New York.”

Morse returned to the United States in early 1839 a very angry man. He now enlisted the nativist American press in his cause. “The electric telegraph, that wonder of our time, is an American discovery,” wrote one broadsheet. “Professor Morse invented it immediately after his return from France to America.” To back up his claim of being the victim of intellectual theft, Morse even tracked down the Sully’s captain and got him to testify that Morse had indeed spoken of his stroke of genius freely to everyone onboard.

But even Morse had to recognize eventually that such pettiness availed him little. There came a point, not that long after his return to American shores, when he seemed ready to give up on his telegraph and all the bickering that had come to surround it in favor of a new passion. While visiting Paris, he had seen some of the first photographs taken by Louis Daguerre, had even visited the artist and inventor personally in his studio. He had brought one of Daguerre’s cameras back with him, and now, indefatigable as ever, he set up his own little studio; the erstwhile portrait painter became New York City’s first portrait photographer, as well as a teacher of the new art form. His knack for rubbing shoulder with Important Men of History hadn’t deserted him: among his students was one Mathew Brady, whose images of death and destruction from the battlefields of the American Civil War would later bring home the real horrors of war to civilians all over the world for the first time. Morse also plunged back into reactionary politics with a passion; he ran again, still unsuccessfully, for mayor of New York on an anti-immigration, anti-Catholic, pro-slavery platform.

So, Morse might have retired quietly from telegraphy, if not for an insult which he simply couldn’t endure. Over in Britain, Cooke and Wheatstone had been making somewhat more headway. They had found that the men behind the new railroads that were then being built showed some interest in their telegraph as a means of keeping tabs on the progress of trains and avoiding that ultimate disaster of a collision. In 1839, Cooke and Wheatstone installed the first electric telegraph ever to be put into everyday service, connecting the 13 miles (21 kilometers) that separated Paddington from West Drayton along Britain’s Great Western Railway. Several more were installed over the next few years on other densely trafficked stretches. One story has it that, when three of the five indicator needles on the complex system conked out on one of the lines, the operators in the stations improvised a code for passing all the information they needed to using only the remaining two needles. The lesson thus imparted would only slowly dawn on our would-be electric-telegraph entrepreneurs on both sides of the Atlantic: that both of their systems were actually more complicated than they needed to be, that a simpler system would be cheaper and more reliable while still doing everything it needed to.

But first, the insult: flush with their relative success, Cooke and Wheatstone wrote to Morse in early 1842 to ask whether, in light of all his experience with electric telegraphy in general, he might be interested in peddling their system to the railroads in his country — in becoming, in other words, a mere salesman for their telegraph. It may have been intended as an honest conciliatory overture, a straightforward attempt to bury the hatchet. But that wasn’t how Morse took it. Livid at this affront to his inventor’s pride, he jumped back into the telegraphy game with a vengeance; he soon extended his system’s maximum range to 33 miles (53 kilometers).

He wrote a deferential letter to Joseph Henry, whose experiments had by now won him a position on the faculty of Princeton University and the reputation of the leading authority in the country on long-distance applications of electricity. Morse knew that, if he could get Henry to throw his weight behind his telegraph, it might make all the difference. “Have you met with any facts in your experiments thus far that would lead you to think that my mode of telegraphic communication will prove impracticable?” he asked in his letter. Not only did Henry reply in the negative, but he invited Morse up to Princeton to talk in person. This was, needless to say, exactly what Morse had been hoping for. Henry agreed to support Morse’s telegraph, even to publicly declare it to be a better design than its competitor from Britain.

Thus Henry was in attendance when Morse exhibited his telegraph in New York City in the summer of 1842, garnering for it the first serious publicity it had received in a couple of years. Morse continued beavering away at it, adding an important new feature: a sending and receiving station at each end of the same wire, to turn his telegraph into an effortless two-way communications medium. The British system, by contrast, required no fewer than twenty separate wires to accomplish the same thing. In December of 1842, the growing buzz won Morse another hearing in Washington, D.C. Knowing that this was almost certainly his last chance to secure government funding, he lobbied for and got access to two separate audience halls. He installed one station in each, and he and Alfred Vail then mediated a real-time conversation between two separate groups of politicians and bureaucrats who could neither see nor hear one another.

This added bit of showmanship seemed to do the trick; at last some of those assembled seemed to grasp the potential of what they were seeing. A bill was introduced to allocate $30,000 to the construction of a trial line connecting Washington, D.C., to Baltimore, a distance of 40 miles (65 kilometers). On February 23, 1843, it passed the House by a vote of 89 to 83, with 70 abstainers. On March 3, the Senate passed it unanimously as a final piece of business in the literal last minute of the current term, and President John Tyler signed it. More than a decade after the idea had come to him aboard the Sully, Morse finally had his chance to prove to the world how useful his telegraph could be.

He had no small task before him: no one in the country had ever attempted to run a permanent electrical cable over a distance of 40 miles before. Morse asked the Baltimore & Ohio Railroad Company for permission to use their right-of-way between Washington, D.C., and Baltimore. They agreed, in return for free use of the telegraph, thus further cementing a connection between railroads and telegraphs that would persist for many years.

The project was beset with difficulties from the start. A plan to lay the cable underground, encased within custom-manufactured lead pipe, went horribly awry when the latter proved to be defective. The team had to pull it all up again, whereupon Morse decided to string the cable along on poles instead, where it would be more exposed to the elements and to vandals but also much more accessible to repair crews; thus was born the ubiquitous telegraph — later telephone — pole.

This experience may have taught Morse something of the virtues of robust simplicity. At any rate, it was during the construction of the Washington-to-Baltimore line that he finally abandoned his complicated electrical printing press in favor of a sending apparatus that was about as simplistic as it could be. It was apparently Alfred Vail rather than Morse himself who was primarily responsible for designing what would be immortalized as the “Morse key”: a single switch which the operator could use to close and open the circuit breaker manually. The receiving station, on the other hand, remained largely unchanged: a pencil or pen made marks on a paper tape turning beneath it.

[image: ]The Morse key. For well over a century the principal tool and symbol of the telegraph operator’s trade, it was actually a last-minute modification of a more ambitious design.


To facilitate communication using such a crude tool, Morse and Vail created the first draft of the system that would be known forevermore as Morse code. After being further refined and simplified by the German Friedrich Clemens Gerke in 1848, Morse code became the first widely used binary communications standard, the ancestor of later computer protocols like ASCII. In lieu of the zeroes and ones of the computer age, it encoded every letter and digit as a series of dots and dashes, which the operator at the sending end produced on the roll of paper at the other end of the line by pressing and releasing the Morse key quickly (in the case of a dot) or pressing and holding it for a somewhat longer time (in the case of a dash). The system demanded training and practice, not to mention significant manual dexterity, and was far from entirely foolproof even with a seasoned operator on each end of the line. Nonetheless, plenty of people would get very, very good at it, would learn practically to think in Morse code and to transcribe any text into dots and dashes almost as fast as you or I might type it on a computer keyboard. And they would learn to turn a received sequence back into characters on the page with equal facility. The electromagnet attached to the stylus on the receiving end gave out a distinct whine when it was engaged; thanks to this, operators would soon learn to translate messages by ear alone in real time. The sublime ballet of a telegraph line being operated well would become a pleasure to watch, in that way it is always wonderful to watch competent people who take pride in their skilled work going about it.

On May 24, 1844, the Washington-to-Baltimore telegraph line was officially opened for business. Before an audience of journalists, politicians, and other luminaries, Morse himself tapped out the first message in, of all places, the chambers of the Supreme Court of the United States. At the other end of the line in Baltimore, Alfred Vail decoded it before an audience of his own. “What hath God wrought?” it read, a phrase from the Old Testament’s Book of Numbers.

For our purposes, a perhaps more appropriate question might be, “What hath the telegraph wrought?” Thanks to Samuel Morse and his fellow travelers, the first stepping stone toward a World Wide Web had fallen into place.

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton; The Victorian Internet by Tom Standage; From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman; The Greek Plays edited by Mary Lefkowitz and James Romm; Les Télégraphes by A.L. Ternant, Power Struggles: Scientific Authority and the Creation of Practical Electricity Before Edison by Michael B. Schiffer, and Lightning Man: The Accursed Life of Samuel F.B. Morse by Kenneth Silverman. And the paper “The Telegraph of Claude Chappe: An Optical Communications Network for the XVIIIth Century” by J.M. Dilhac.)

							
		
	
		
			
				Comments

				28 Responses 
			


						
		
						
				Jacob			

			
				January 7, 2022 at 5:12 pm			

			
				
				This feels like reading a new episode of James Burke’s “Connections” (and that’s not a bad thing).

				


			

			

	

		
		
						
				Andrew Plotkin			

			
				January 7, 2022 at 6:00 pm			

			
				
				> A linear drop-off was certainly better than an exponential one.

This is the fussiest nitpick, but inverse-square is different from exponential.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 7, 2022 at 8:52 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Aula			

			
				January 7, 2022 at 7:26 pm			

			
				
				“Morse and Vail created the first widely used binary communications standard”

Except that it really wasn’t binary. In addition to the dit (one unit length) and the dah (two unit lengths), the original Morse code used the long dah (four unit lengths, for the letter L) and the very long dah (at least five unit lengths, for the numeral zero), and it also used two different intra-character pauses (of one and two unit lengths); these latter ones were necessary to distinguish the character groups I and O (both had two dits), C, R, and S (all had three dits), and H, Y, Z, and & (all had four dits). Later variants of Morse code that use only dits and dahs (of one and three unit lengths) and one intra-character pause (of one unit length) were developed by other people independently of Morse and Vail.

				


			

			

	
		
		
						
				EPG			

			
				January 7, 2022 at 8:44 pm			

			
				
				The binary is on-off status of the signal.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 7, 2022 at 9:03 pm			

			
				
				It’s an argument… but no, he’s right. ;) I was thinking of code itself, not of the underlying physical layer.

				


			

			

	





		
		
						
				Jimmy Maher			

			
				January 7, 2022 at 9:02 pm			

			
				
				Thanks! Made an edit that will hopefully keep me on the right side of the facts without getting too far down in the weeds on this one.

				


			

			

	





		
		
						
				Ognyan Chernokozhev			

			
				January 7, 2022 at 9:03 pm			

			
				
				Great and informative article!

The section about the semaphores in France reminded me of one of the chapters in “The Count of Monte Cristo” book, where the protagonist bribes an employee in a semaphore tower to change the message that was being passed. As a result, one of his adversaries (baron Danglar) receives false information and based on it makes a wrong financial decision and loses a lot of money.

There is even a mention that the man in the preceeding semaphore tower sees that a wrong message was being passed forward.

So, the Count of Monte Cristo was the first (fictional) hacker.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 8, 2022 at 8:35 am			

			
				
				That’s great. I’m embarrassed to say I’ve never read any Dumas.

				


			

			

	





		
		
						
				Peter Olausson			

			
				January 7, 2022 at 10:35 pm			

			
				
				Thanks for another splendid text. The scope reminds me of your wonder of the world-articles; this modern wonder certainly deserves to be treated like the old ones.

Note 1: Since the optical telegraph required visibility, many of the towers were placed on hills. There are still quite a few Telegraph Hills, Telegrafenhügeln, Telegrafbakker etc in many places, including the possibly most well known one in San Francisco.

Note 2: I found that a system used in Sweden – the second country to build an optical telegraph network – could signal 12 characters per minute. Since it used 9 bits (shutters instead of semaphore arms), this gives a data speed of 1,8 bps.

				


			

			

	

		
		
						
				Martin			

			
				January 8, 2022 at 3:24 am			

			
				
				So where did the actual idea of coding the common and important letters in the shortest and/or easiest to remember/recognize codes come from? Was such a concept already in place from someone else or did Morse and Vail come up with the idea. Was it already known from printing technology where the printer would need many more copies of ‘e’s and ‘t’s letters than ‘z’s and ‘q’s?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 8, 2022 at 8:40 am			

			
				
				Yes, it was pretty obvious that some letters of the alphabet are used more than other ones; one doesn’t need to be a printer to notice that. I don’t know offhand of other codes that made use of this fact before Morse code, but I’d be surprised if they didn’t exist. 

As an interesting side note: Cooke and Wheatstone’s British system could actually only send twenty letters; the inventors jettisoned six letters they judged to be superfluous.

				


			

			

	
		
		
						
				Aula			

			
				January 8, 2022 at 4:01 pm			

			
				
				Well, the idea of analysing letter frequencies as a method of breaking monoalphabetic substitution ciphers was already centuries old by that time, and polyalphabetic substitution as well as more complicated ciphers had been developed to be resistant to frequency analysis, so people were certainly aware of the importance of the concept in communications. However, Morse and Vail may well have been the first ones to apply it to make communication more (rather than less) efficient.

				


			

			

	
		
		
						
				Martin			

			
				January 8, 2022 at 11:16 pm			

			
				
				I guess that’s I mean, it may seem obvious to us now to use letter frequency to simplify and shorten codes but it wasn’t obvious to Cooke and Wheatstone who I assume didn’t consider it.

It also wasn’t where it went with ASCII which also uses fixed length codes.

Also parallels with early computers that seemed to use either RS-232 (serial like Morse code) or Centronics (parallel like Cooke and Wheatstone) for printers. In the end, our USB world shows serial, like Morse code, won out. Certainly inside computers it was and always will be parallel data transfer, but mass market external data transfer seems to only be serial now.

				


			

			

	
		
		
						
				Aula			

			
				January 9, 2022 at 7:20 am			

			
				
				“Certainly inside computers it was and always will be parallel data transfer”

No, actually even that is serial now. The reason is that parallel data transfer needs to have multiple electric connections to change their state synchronously, and this puts rather strict limits on the maximum transfer rate; since modern processors and memory chips can exceed that rate by a considerable amount, they’ve gone serial years ago.

				


			

			

	









		
		
						
				Eric			

			
				February 17, 2022 at 9:37 am			

			
				
				In his book Code (which shows how to build a rudimentary computer from telegraph relays), Charles Petzold considers Louis Braille to be the “first person to successfully translate the letters of written language to an interpretable code”. He does not give a date, but according to Wikipedia, that would be no more than a handful of years before Morse’s. To my surprise, I learned that the original code did not include the letter w “which isn’t used in classical French” (Braille did have codes for letters with accent marks, though).

Petzold also notes that modern Braille has compression techniques for common groups of letters, which I assume are different in English and French.

				


			

			

	









		
		
						
				Ethan Johnson			

			
				January 8, 2022 at 6:56 am			

			
				
				I know that the larger subject being covered in here is “communications”, but the more specific concept of “data transfer” has been something I wish would be written more in depth about. To me that’s always been the most fascinating aspect of human technological advancement. It basically combines all the best of communications, technology, and historical passage of information through time.

There was a video series I found that took some of the same route that you’re going in explaining links between receiving poles, starting first with written language and moving through signal fires. It was really effective in the beginning and became a bit too technical by the end. Looking forward to see how you’ll be communicating the rest.

				


			

			

	

		
		
						
				Andrew Pam			

			
				January 8, 2022 at 7:47 am			

			
				
				Terry Pratchett’s novel “Going Postal” also covers much of this territory in a fictionalised way, with the intent of conveying it to people more readily engaged by fantasy than by history.

				


			

			

	

		
		
						
				John			

			
				January 8, 2022 at 2:57 pm			

			
				
				My favorite French signal tower system story is the one in which a couple of provincial businessmen bribe a Parisian tower operator to include seemingly-junk data in official transmissions to their city in order to get news of the Parisian markets faster than their competitors.  I first heard about it from Tom Standage’s Secret History of the Future podcast, but I would not be surprised if it were also covered in his book.

				


			

			

	

		
		
						
				Conor			

			
				January 8, 2022 at 5:04 pm			

			
				
				I’ve always been fascinated at how the original telegraph lines would “sing.” The technology to dampen acoustic resonance on long wires had to follow the process of putting them up.

Like so many little improvements in technology, it’s one we don’t even think of today.

				


			

			

	

		
		
						
				Petter Sjölund			

			
				January 9, 2022 at 8:48 pm			

			
				
				I’m surprised nobody has mentioned The Information by James Gleick, a very pleasant read on this subject and many related ones. This almost reads like a summary of one of the early chapters.

				


			

			

	

		
		
						
				Paul			

			
				January 13, 2022 at 2:34 pm			

			
				
				Another reading tip: The Tower and the Square, by Niall Ferguson. More about networks (as in, between people), but with interesting chapters on the telegraph as well as other advances that were the necessary building blocks of a global society.

				


			

			

	

		
		
						
				ghurt			

			
				January 15, 2022 at 10:50 am			

			
				
				A similar series of articles on this topic can be found at https://technicshistory.com/ , starting with this article: https://technicshistory.com/2016/11/25/an-expeditious-method-of-conveying-intelligence/

				


			

			

	

		
		
						
				Michael			

			
				January 15, 2022 at 10:55 pm			

			
				
				On re-reading, I decided this isn’t an error, but I thought I’d mention that the phrase:

“much less that which separated, say, Lille from Paris”

brought me up short, and at first I thought it was missing “than” before “that.” In fact, it’s good English as is, but might be confusing to some readers.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 16, 2022 at 6:48 am			

			
				
				Thanks, but I think in this case I’m going to leave it be.

				


			

			

	





		
		
						
				Rinus			

			
				January 16, 2022 at 2:20 pm			

			
				
				Fascinating stuff.  This reminds me of the book “Flash Boys” by Michael Lewis.  It tells the story of a high speed communications line used to gain an unfair advantage when trading stocks (among other things).

				


			

			

	

		
		
						
				Steve Nicholson			

			
				January 22, 2022 at 4:58 pm			

			
				
				“had had ever”

My wife and I lived in Oslo from August 1995 to August 1996. When we left, the Internet was not firmly entrenched in the general public. I remember while in Norway thinking it was finally starting to be useful. Driving from SFO when we returned in 1996, I was amazed that *every* billboard on 101 contained a URL.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 22, 2022 at 5:08 pm			

			
				
				Thanks!

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 2: If At First You Don’t Succeed…

				January 21, 2022
			

The early history of the telegraph in commercial service can largely be told as a series of anecdotes, publicity coups that served to convince people that this was a technology worth embracing. The first of these occurred just a few days after the Washington-to-Baltimore line’s inauguration. On May 18, 1844, this first American telegraph service brought to the capital the shocking news that, after nine ballots’ worth of wrangling over the issue, the Baltimore-based Democratic National Convention had settled on a dark-horse candidate for president by the name of James K. Polk; word of this game changer reached the ears of the Washington political establishment within five minutes of the deciding votes being cast. Clearly the telegraph had its uses, in politics as in so many other facets of life. The newspapers were soon filled with more personal anecdotes about the new technology, such as reports of births and deaths delivered instantaneously to the family members affected.

Nevertheless, Samuel Morse found Congress to be stubbornly unforthcoming with more money to build more telegraph lines. After lobbying fruitlessly over the balance of 1844 for what struck him as the next logical step, an extension of the existing line from Baltimore to New York City, he gave up and turned to the private investors who were now beginning to knock at his door. Although neither he nor they could possibly realize it at the time, it would prove a fateful change of course whose aftereffects can still be felt in the world of today. Unlike the European nations, whose communications networks would be funded and managed by their governments, the United States would rely mostly on private industry. The two contrasting funding and governance models more or less persist to the present day.

Rather than attempting to raise capital and wire the United States all by himself, Morse was content to license his telegraph patent to various regional players. The first of these private telegraph lines, linking Philadelphia to New York City, opened in January of 1846. The telegraph’s spread thereafter was breathtaking; the stampede to get onto the World Wide Web during the 1990s has nothing on the speed with which the telegraph became a fixture of everyday American life during the second half of the 1840s.

By 1851, one could send telegraph messages to and from almost any decent-sized American town east of the Mississippi River. To the average mid-nineteenth-century American, the telegraph seemed literally to be a form of magic. Newspapers published rapturous poetry dedicated to Morse’s wondrous invention, which had “annihilated time and space.” Thanks to the telegraph, the United States as a whole became infatuated with the wonders of technology — an infatuation that has never really left it. A thoroughly impressed British visitor reported on the extraordinary range of uses to which the telegraph was already being put just five years after the first lines opened for business:

It is employed in transmitting messages to and from bankers, merchants, members of Congress, officers of government, brokers, and police officers. [It is used for] items of news, election returns, announcements of deaths, inquiries respecting the health of families and individuals, daily proceedings of the Senate and the House of Representatives, orders of goods, inquiries respecting the sailing of vessels, proceedings of cases in various courts, summoning of witnesses, messages for express trains, invitations, the receipt of money at one station and its payment at another; for persons requesting the transmission of funds from debtors, consultation of physicians, and messages of every character usually sent by the mail. The confidence in the efficiency of telegraphic communication is so complete that the most important commercial transactions daily transpire by its means between correspondents several hundred miles apart.


The financiers who built this network out from nothing in almost no time at all were more often than not connected with the railroads that were busily binding the sprawling nation together in another way. Indeed, the telegraph and the railroad were destined to be boon companions for a long, long time to come; the two usually ran along the same rights-of-way, just as with that very first telegraph line from Washington, D.C., to Baltimore. Together they were the necessary prerequisites of a burgeoning new age of big business; they became the handmaids of the modern bureaucratic corporation, with its tendrils stretching across the country like the arms of an octopus (a rather sinister analogy that would become a populist favorite during the Gilded Age to come).

In the meanwhile, Western Europe was being wired together at a slower pace. The telegraph first captured anecdotal headlines in Britain on August 6, 1844, when it was used to send word from Windsor Palace to Fleet Street that Prince Alfred, Queen Victoria’s second son, had been born. The Duke of Wellington forgot to bring his best suit down from London with him for the celebratory banquet, but the telegraph and the railroad, those two fast stablemates of Progress, saved the day: an urgent electronic message was sent back up the line, and the duke’s ensemble arrived on the next train.

On January 3, 1845, the railroad and the telegraph had starring roles in a sensational murder case, when one John Tawell killed his mistress in Slough and jumped on a train for London. The police in Slough sent a telegraph message to their counterparts in London to watch for him at the station, and the blackguard was apprehended as he climbed down from his carriage. “It may be observed,” wrote the London Times, “that had it not been for the efficient aid of the London telegraph, the greatest difficulty as well as delay would have occurred in the apprehension of the party now in custody.” After the murderer was duly executed, the telegraph was immortalized in verse as “the cords that hung John Tawell.”

Observing the more rapid expansion of the telegraph in the United States, Britain and the other European nations grudgingly came to accept that Samuel Morse’s simple, robust system was more practical than any of their more baroque approaches. And so, gradually, the rudimentary tool that was the Morse key and the more refined one that was the Morse Code became an international standard. Morse himself, who was determined to receive every dollar and every bit of credit he felt he had coming to him for his inventions, was less pleased than he might have been by these developments, in that he usually wasn’t paid for Europe’s copycat systems. (In 1860, France and several other European nations would finally agree to pay him a one-time joint indemnity of $80,000, far less than he believed he was owed.)

Of course, Morse’s original telegraph had to evolve in some ways in order for a single 40-mile wire to be transformed into a dense network of connections binding entire nations together. Although the core components of Morse’s telegraph — a Morse key used to transmit Morse Code — would remain the same for a century and more, everything else was ripe for improvement. Better batteries and better cables stretched the possible distance between stations and repeaters almost exponentially year by year; switchboards, timetables, and manual routing protocols were developed to move messages through the system quickly and efficiently from any given source to any given destination.

The new telegraph companies attracted the sort of brainy young men who, had they been born in the following century, might have become computer hackers. A freewheeling culture of competitive cooperation that wasn’t at all far removed from the future hacker culture developed around the telegraph, as all of these bright sparks relentlessly optimized their systems, creating their own legends and lore, heroes and villains in the process. They developed shortcuts for talking with one another along the wires that smack of nothing so much as Internet chat: “SFD” stood for “stop for dinner,” “GM” for “good morning”; one almost expects to find an “LOL” lurking around in there somewhere. During downtime, they filled the lines with such idle chatter, or played checkers and chess with their counterparts in other cities using a special system of codes they’d developed — the original form of networked gaming. And surely they must have made fun of the clueless suits who believed they were the ones running things…

As the second half of the nineteenth century began, then, the telegraph had already become an inexorable transformative force on two continents. There now remained only the most world-transforming feat of connectivity of them all: to bridge the aforementioned two continents themselves, thereby to turn two discrete communications networks into one.

Over the last 50 years, the arrival of steamships on the scene had reduced the time it took to get news across the Atlantic from four or six weeks to as little as ten days under ideal conditions. Yet in the new age of the telegraph such an interval still seemed painfully long. What was needed was obvious: a telegraph wire running across — or rather under — the Atlantic Ocean. Samuel Morse had envisioned just such a thing already in 1843: “A telegraph communication on my plan may with certainty be established across the Atlantic! Startling as this may seem now, the time will come when this project is realized.” Nine years later, the magazine Scientific American dreamed of a future when “the earth will be belted by the electric wire, and New York will yet be able to send the throb of her electric pulse through our whole continent, Asia, Africa, and Europe in a second of time.” Such aspirations seemed far-fetched even in light of the magical powers of current telegraph systems. And yet one thoroughly remarkable man would soon set in motion a major transatlantic effort to realize them — an effort whose vision, daring, and sheer audacity makes it worthy of comparison to the twentieth century’s Project Apollo.
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This giant nerve, at whose command

The world’s great pulses throb or sleep —

It threads the undiscerned repose

Of the dark bases of the deep.

Around it settle in the calm

Fine tissues that a breath might mar,

Nor dream what fiery tidings pass,

What messages of storm and war.

Far over it, where filtered gleams

Faintly illumine the mid-sea day,

Strange, pallid forms of fish or weed

In the obscure tide softly sway.

And higher, where the vagrant waves

Frequent the white, indifferent sun,

Where ride the smoke-blue hordes of rain

And the long vapors lift and run,

Pauses, perhaps, some lonely ship

With exile hearts that homeward ache —

While far beneath it flashed a word

That soon shall bid them bleed or break.

— “The Atlantic Cable” by Charles G.D. Roberts



During this antebellum era of the United States, New York City’s Astor House was the most famous hotel in the country, the place where all of the movers and shakers stayed when they came to the business capital of the nation. In January of 1854, two of the Astor’s guests happened to be Matthew Field, a prominent railroad engineer, and Frederick Gisborne, a British entrepreneur who was attempting to secure additional funding for a project that had proved much more difficult than he had first anticipated: a telegraph line linking the town of St. John’s on the island of Newfoundland with the town of Sydney on the island of Cape Breton, which entailed some 400 miles of overland and about 85 miles of undersea cable.

[image: Map of Newfoundland and Cape Breton]The undersea portion of the telegraph line would need to be run between Channel-Port aux Basques and the northern tip of Cape Breton, where Cape Breton Highlands National Park is today.


When they bumped into one another one evening in the bar and Gisborne told Field how strapped for cash he was, his interlocutor could well understand the reluctance of potential investors. He asked Gisborne why on earth he wanted to build a telegraph cable in such a remote and inhospitable location at all, serving a Newfoundland population of fishermen that numbered in the bare handful of thousands. Gisborne’s response surprised him: he explained that St. John’s was actually the most easterly town in the Americas, fully one-third closer to Europe than New York City was. If fast steamers carrying urgent messages docked there instead of at one of the larger eastern cities, then passed said messages on to a telegraph operator there, they could substantially cut the communication time between the two continents. Gisborne envisioned a bustling trade of businesses and governments willing to pay well to reduce their best-case communication lag from ten to seven days.

Matthew Field was intrigued enough that he mentioned Gisborne and his scheme to his brother Cyrus Field, who at the age of just 33 was already one of the richest men in New York City. He had made his fortune in paper, but was now semi-retired from business life; being possessed of a decided taste for adventure, he had recently returned from an expedition to some of the more remote regions of South America, in the company of the great landscape painter Frederic Church. Cyrus Field took a meeting with Gisborne, but wasn’t overly impressed with his plan, which struck him as an awful lot of trouble and expense for a fairly modest gain in communication speed. The matter might have ended there — but for one thing. “After [Gisborne] left,” wrote Henry M. Field (another of Cyrus’s brothers) in his history of the Atlantic Cable, “Mr. Field took the globe which was standing in the library, and began to turn it over. It was while thus studying the globe that the idea first occurred to him that the telegraph might be carried further still, and be made to span the Atlantic Ocean.”

It’s hard not to compare this realization with Samuel Morse’s own eureka moment aboard the Sully 22 years earlier. Like Morse at the time, Field was enough of a rank amateur to believe that his brainstorm was a new idea under the sun. Knowing nothing whatsoever about telegraphy, eager to find out if a transatlantic cable was a realistic possibility, Field dispatched two letters. One was to Morse, the one name in the field that absolutely everyone was familiar with. The other was to one Matthew Fontaine Maury, a noted oceanographer and intellectual jack-of-all-trades who wore the uniform of the United States Navy. Both responded enthusiastically: Morse was excited enough to join the project as an official advisor and to offer Field the use of his precious telegraph patent for free, while Maury explained that he had thought about the question enough already to propose a route for the cable between Newfoundland and Ireland, based upon deep-sea soundings he had recently conducted. The route in question was, he said, “neither too deep nor too shallow; yet it is so deep that the wires but once landed will remain forever beyond the reach of vessels’ anchors, icebergs, and drifts of any kind, and so shallow that the wires may be readily lodged upon the bottom.”

[image: ]The planned course of the cable between Ireland and Newfoundland.


Field’s further inquiries revealed that underwater telegraphy wasn’t an entirely black art. As early as 1845, well before the landlocked telegraph became a reality of daily life in the developed world, an experimental cable had been laid under the Hudson River between New York City and Fort Lee, New Jersey, sheathed in a rubber-packed lead pipe; it had functioned for several months, until the winter ice did it in. In 1851, an underwater cable had bridged the 31 miles of the English Channel, to be followed soon after by another cable connecting Britain to Ireland. Using the latest batteries and wiring, such distances and more were by now possible without employing any repeaters.

So, Field set about enlisting other wealthy men into his cause, whilst getting Gisborne to accept a relegation to the role of chief engineer in what was now to be a much more ambitious venture than he had ever envisioned. In March of 1854, a company was founded with an appropriately ambitious name: the New York, Newfoundland, and London Telegraph Company. The founders estimated that they would need about $1.5 million to complete their task. This was no small sum in 1854; the entire budget of the federal government of the United States that year totaled just $54 million. Nevertheless, the project would end up costing far, far more. “God knows that none of us were aware of what we had undertaken to accomplish,” Cyrus Field would muse later. Had they known, it is doubtful they ever would have begun.



 

There is nothing in the world easier than to build a line of railroad or of telegraph on paper. You have only to take the map and mark the points to be connected, and then with a single sweep of the pencil to draw the line along which the iron track is to run. In this airy flight of the imagination, distances are nothing. All obstacles disappear. The valleys are exalted, and the hills are made low, soaring arches span the mountain streams, and the chasms are leaped in safety by the fire-drawn cars.

Very different it is to construct a line of railroad or of telegraph in reality; to come with an army of laborers, with axes on their shoulders to cut down the forests, and with spades in their hands to cast up the highway. Then poetry sinks to prose, and instead of flying over the space on wings, one must traverse it on foot, slowly and with painful steps. Nature asserts her power, and, as if resentful of the disdain with which man in his pride affected to leap over her, she piles up new barriers in his way. The mountains with their rugged sides cannot be moved out of their place, the rocks must be cleft in twain, to open a passage for the conqueror, before he can begin his triumphal march. The woods thicken into impassable jungle, and the morass sinks deeper, threatening to swallow up the horse and his rider, until the rash projector is startled at his own audacity. Then it becomes a contest of forces between man and nature, in which, if he would be victorious, he must fight his way. The barriers of nature cannot be lightly pushed aside, but must yield at last only to time and toil, and “man’s unconquerable will.”

— Henry M. Field, The Story of the Atlantic Telegraph



The newly incorporated New York, Newfoundland, and London Telegraph Company decided that its first goal ought to be the completion of Gisborne’s original project, which would also constitute the fulfillment of two-thirds of its name: a telegraph line linking Newfoundland to New York City, via Cape Breton. Such a line would hopefully bring some money in to help fund the vastly more audacious final third of the company’s name.

The first stage of this first goal required no underwater cable, but was daunting enough in its own right: it entailed running an overland cable from St. John’s across the widest part of Newfoundland to the point where the underwater cable was planned to begin. Gisborne had managed to complete the first 40 miles of this link before his money ran out; that left 260 miles still to go. Matthew Field took charge of this endeavor in the summer of 1854, anticipating that it would be done within a year. But he hadn’t reckoned with the rugged, isolated, in many places well-nigh unmapped terrain the work party had to cross, where opportunities for living off the land were few. The logistics surrounding the building of the line thus became much more complicated than the construction effort itself; the 600 men involved in the effort had to build their own roads as they went just to get supplies in and out. “Recently, in building half a mile of road, we had to bridge three ravines,” wrote Matthew Field to his brother Cyrus on one occasion. “Why didn’t we go around the ravines? Because Mr. Gisborne had explored twenty miles in both directions and found more ravines. That’s why!” The whole project could have served as a case study in why builders of telegraph lines usually preferred to follow the smooth, straight paths which the builders of railroads had already cut through the landscape. Alas, that wasn’t an option on Newfoundland.

And then the dark, cold northern winter set in, exacerbating the builders’ suffering that much more. “What hardships and suffering the men endured — all this is a chapter in the History of the Telegraph which has not been written, and which can never be fully told,” writes Henry Field. Bridging Newfoundland and then constructing another 100 miles of overland telegraph line on Cape Breton to reach Sydney wound up taking two years and costing more than $1 million all by itself.

While Matthew Field’s party was inching its way thorough the wilds, Cyrus Field was growing impatient to begin laying the undersea part of the route, which he saw as an important test run of sorts for the eventual laying of an Atlantic-spanning cable. He went to London to purchase 85 miles of the best undersea cable money could buy, the same as that which had been used to connect Britain to France and Ireland. It consisted of three intertwined copper-alloy wires, sheathed in tarred hemp, gutta-percha, and galvanized iron wire — guaranteed, so the sellers said, to be impervious to water forever. Field made plans to lay the undersea cable already in the summer of 1855, when the overland cable was still only half completed.

Having as keen an instinct for publicity as any tech mogul of today, Field decided to turn the laying of the cable into a junket for existing and potential investors. Thus on August 7, 1855, the luxury coastal steamer James Adgar departed New York Harbor with many of the brightest stars in the moneyed East Coast firmament aboard. It was to rendezvous off the coast of Newfoundland with an older sailing ship, a sturdy brig called the Sarah L. Bryant carrying the shiny new cable from London, then tow it as it paid out the cable behind it across the Cabot Strait that separates Newfoundland from Cape Breton.

Right from the start, everything that possibly could went wrong, a result not only of bad luck but of a thoroughgoing lack of planning and preparation. The Bryant failed to turn up at the appointed time. When it did appear several days late, it was in a sorry state, having been badly battered by a rough Atlantic crossing weighted down by the cable in its hold. More days were spent on repairs, after which an impenetrable fog rolled in and forced the two ships to sit idle for yet 48 more hours. When the weather cleared at last and the Adgar tried to take the Bryant in tow to begin the operation, a series of cock-ups caused the steamship to ram the brig broadside, very nearly breaking it in two. The captain of the Adgar, whose name was Turner, was by now convinced — and not without justification, it must be admitted — that he was dealing with a bunch of rank amateurs; he grew willfully uncooperative, refusing to steer the course and speed asked of him even after he finally had the Bryant in tow. Cyrus Field and his party watched with alarm as the Adgar’s high speed, combined with the weight of the cable spooling out behind, caused the Bryant’s stern to dip lower and lower into the water. Meanwhile the light breeze that had marked the morning’s weather was becoming a howling sidelong gale by mid-afternoon, threatening to capsize the already floundering brig. The captain of the Bryant felt he had no choice: he cut both the tow rope and the telegraph cable, letting the latter fall uselessly into the ocean.

[image: ]John Wells Stancliff, an amateur painter who was a part of the 1855 attempt to lay a telegraph cable from Newfoundland to Nova Scotia, created this dramatic image of the Sarah L. Bryant being towed through dangerously choppy seas by the James Adgar.


The company’s first attempt to lay an undersea cable had proved an unadulterated fiasco, with the chattering class in ringside seats for the whole sorry spectacle. The final price tag: $351,000 almost literally tossed into the ocean.

Publicly, the partners blamed it all, more than a little disingenuously, on Captain Turner of the Adgar: “We had spent so much money, and lost so much time, that it was very vexatious to have our enterprise defeated by the stupidity and obstinacy of one man.” In truth, though, the obstinate captain was neither the only nor the most important reason that everything had gone sideways. The company had learned the hard way that a sailing ship in tow simply didn’t have the maneuverability necessary to lay a cable in the notoriously temperamental waters of the North Atlantic.

Luckily, Cyrus Field was a man capable of learning from his mistakes. He traveled to London again and bought another cable. And the next summer, just as the overland lines across Newfoundland and Cape Breton were being completed, he tried again to lay it under the ocean. This time, however, he used the agile modern steamer Propontis for the purpose, and invited no one to witness the endeavor, in case it all went wrong again. He needn’t have worried: it all went off without a hitch. The newly minted telegraph connection between St. John’s and Sydney would suffer no service interruptions for the next ten years — a very impressive service record for any line by the standards of the mid-nineteenth century.

Unfortunately, the completion of Frederick Gisborne’s original project had cost the company all of its starting capital and then some — and yet there were still 2000 miles to go if the cable was to reach Ireland. The completed stretch of line ended up bringing in the merest pittance, as Field had suspected it would when Gisborne first broached his idea to him.

So, Field traveled yet again to London, the financial capital of the world, to beat the bushes for more investors. He met with no less skepticism there than he had in his home country; no less august a personage than the head of the Royal Greenwich Observatory called it “a mathematical impossibility to submerge the cable at so great a depth, and if it were possible, no signals could be transmitted through so great a length.” But Cyrus Field could be persuasive: by the time he left Britain six months later, he had formed a new corporation called the Atlantic Telegraph Company, with £350,000 (the equivalent of £40 million or $53 million today) of investment capital; the roll call of those who had pledged their money to the cause included such well-known names as the novelist William Makepeace Thackeray. Lest anyone accuse him of failing to put his money where his mouth was, know that the total also included the majority of Field’s own remaining fortune.

Almost as importantly, the British government promised to pay £14,000 per year to use the telegraph for diplomatic dispatches, and offered to loan the company the recently commissioned 3500-ton steam-powered battleship HMS Agamemnon for the laying of the cable — a poetically appropriate choice, given how the ship shared a name with the ancient tragedy which contains the first documented description of a long-distance signaling system. So, just like that, the Atlantic Telegraph Company had its first customer. Shortly thereafter, it gained its second, when the American government agreed to virtually the same deal: $70,000 per year to make use of the cable. And the Americans too offered a ship for the purpose of laying it: the USS Niagara, a fast, modern 5200-ton steam-powered frigate that was due to be commissioned in the spring of 1857 in the New York Navy Yard. The pride of the United States Navy already, the Niagara was set to become the biggest and arguably the most powerful warship in service anywhere in the world.

[image: ]The USS Niagara. It dates from that odd era in naval history when builders were still hedging their bets between sail and steam power by equipping their ships with both. Its hull too was a hybrid of old and new, being made of wood draped over a skeleton of steel.


Working from the proposals of Matthew Fontaine Maury, the company plotted a relatively level course for the cable across the Atlantic seafloor. The company’s engineers believed that, by combining a big power source with a cable big enough to handle all the juice it put out without melting, they could push a signal fully 2000 miles without a single repeater; the old, vexing problem of signal loss down a wire had largely been solved by now by brute force. But another potential problem had since cropped up that rather smacked of this older one.

Earlier underwater telegraph cables had proved to be subject to a peculiar phenomenon: the farther the signal traveled down the wire, the more distorted it became. “A signal which is sent off as a short, sharp, sudden impulse,” writes the historian of telegraphy Silvanus P. Thompson, “in being transmitted to greater and greater distances is changed in character, smoothed out into a longer-lasting impulse, which rises gradually to a maximum and then gradually dies away.” It became harder and harder for the telegraph operator at the other end of the line to work out the dots and dashes of Morse Code from a signal that was slowly being transformed from a stair-step pattern to a series of gentler waves and troughs as it traveled farther and farther down the wire.

This phenomenon, which was dubbed signal “retardation,” was odd in that it didn’t show itself in overland telegraph lines at all. So far, it had been an annoyance rather than a showstopper even for underwater telegraphy — but then, no one had yet tried to lay an underwater cable 2000 miles long. The British physicist Michael Faraday demonstrated retardation to be a direct result of the immersion of an insulated wire into the conductive material that is water; this can cause the insulation to become charged with static electricity, which in turn distorts the signal in the wire it is designed to protect.

A British mathematician and physicist named William Thomson concluded that there was a “law of squares” governing retardation, meaning it was proportional to the square of the cable’s length. But one Wildman Whitehouse, a British surgeon and gentleman experimenter, begged to differ: he claimed that retardation increased linearly down the length of a cable. So, he said, the problem actually wasn’t as big as Thomson made it sound. And there was, he noted, a straightforward solution of sorts to the problem of retardation even when it was at its worst: operators could simply work their Morse keys more slowly to ensure that every pulse remained distinct. In the end, Cyrus Field felt he had no choice but to gamble that he would be able to transmit quickly enough along his line to make a profit.

Field then asked both William Thomson and Wildman Whitehouse what type of cable they thought would work best. Predictably enough, they were in complete disagreement. Thomson believed that the thicker the wire at the core of the cable and the thicker the layer of protective insulation around it, the less retardation the whole would be subject to; he thus recommended a cable as big around as a man’s upper arm. He also believed that a more naturally conductive wire would be subject to less retardation, and therefore proposed a core made of pure copper rather than the more typical copper alloy. Finally, he proposed a new, ultra-sensitive galvanometer for detecting signals on the receiving end, something he had ideas for but had yet to make a reality.

Whitehouse, on the other hand, was vastly more sanguine. A thinner cable made from a copper alloy, combined with the already proven technologies for sending and receiving, would be just fine according to him; his proposed cable would be only as big around as a man’s wrist.

Unsurprisingly, Field opted for Whitehouse’s approach, by far the cheaper and easier of the two to see through in the real world. In fact, his engineers had told him that it was doubtful whether a cable conforming to Thomson’s specifications could be laid at all; it would wind up being simply too heavy to handle.

[image: ]The future Atlantic Cable being made in London.


So, without considering the matter further, Field sent an order to London for 2500 miles of Whitehouse’s cable, at a price of £225,000. (The peaks and valleys of the ocean floor, plus the fact that the cable would not be stretched completely taut, meant that crossing 2000 miles of ocean would surely take considerably more than just 2000 miles of the stuff.) When Thomson was given a snippet of it to test, he was horrified to discover its alloy core was so sloppily made that some sections were twice as conductive as other sections. But the die was now cast.

Whitehouse’s cable may have been comparatively light, but it still weighed one ton per mile, and there was no ship in the world at the time capable of carrying a load of 2500 tons. Therefore the company made plans to load half of this longest length of cable ever made aboard each of the Agamemnon and the Niagara. The ships would sail together, and when the first ship ran out of cable somewhere in the middle of the Atlantic, the other would splice the beginning of its cable onto the end of the first and complete the job.

On April 24, 1857, the Niagara departed New York Harbor on its maiden voyage across the Atlantic, its decks and holds cleared of guns and ammunition to make room for the massive weight of cable that was to be loaded in Britain. Aboard were the Field brothers, Samuel Morse, and a party of engineers and technicians in the employ of one or the other of Cyrus Field’s recently formed telegraph companies; more personnel would be picked up in Britain. Relations between the United States and Britain were not yet as warm as they would become in later decades; the British Army had, after all, sacked and burned Washington, D.C., within the lifetime of most of the politicians there. The Atlantic cable and the cooperative endeavor of laying it were therefore invested with huge symbolic importance by the governments of both nations. Windy speeches and toasts accompanied the Niagara as it met up with the Agamemnon in Plymouth, England, then continued apace as the two ships loaded their unique cargoes, a tricky process that wound up taking quite some weeks. When that task was completed at last, they sailed on to the tiny port of Queenstown (now known as Cobh) on the southern tip of Ireland, where the eastern end of the cable was to make landfall. As a further symbol of the emerging spirit of transatlantic cooperation and trust, the American Niagara was to begin the laying of the cable on the British side of the ocean, while the British Agamemnon would complete it on the American side.

[image: ]Loading the cable aboard the ships was no small task in itself. It had to be dragged up from the quay and laboriously wound around the giant spools in the ships’ holds.


But first, the two ships anchored side by side off the coast of Ireland to conduct an important test. The crew of the Niagara ferried the end of their cable over to the Agamemnon, where it was spliced with the one onboard that ship. Telegraph operators aboard each of the ships then sent a series of test signals back and forth. The 2500-mile connection worked. Whatever the ultimate merits of the cable Field had elected to purchase, the moment was a telling testament to an extraordinarily rapid evolution in electrical engineering and materials science since that time less than two decades before when Samuel Morse had struggled to push a decipherable signal down 40 feet of wire.

With the test completed, it was time to begin the actual laying of the cable. Its end came ashore on the evening of August 5, 1857, to the accompaniment of much celebration and speechifying. Cyrus Field was clearly touched when he stepped up to the podium:

I have no words to express the feelings which fill my heart tonight — it beats with love and affection for every man, woman, and child who hears me. I may say, however, that, if ever at the other side of the waters now before us, any one of you shall present himself at my door and say that he took hand or part, even by an approving smile, in our work here today, he shall have a true American welcome. I cannot bind myself to more, and shall merely say, “What God has joined together, let not man put asunder.”


[image: ]Paying out the first of the cable from the stern of the Niagara. Note the cage around the ship’s screws, put there to make sure the cable couldn’t become entangled in them. The sailors liked to call it a “crinoline,” after the wire hoops used to support ladies’ skirts.


A 25-year-old British telegraph engineer named Charles Bright had designed an ingenious mechanism for drawing the cable up from the spools in the ships’ holds and paying it out in a controlled fashion behind them. As the Niagara and its escort crept away from Ireland at a speed of three to six knots, Bright himself monitored his machine day and night, adjusting it constantly to account for the shifting topography of the seafloor beneath and the wind and waves that buffeted the vessel on whose deck it rode. Telegraph operators ashore in Ireland and aboard the ship tapped out a constant patter back and forth to confirm that the cable was still functioning. The distinctive, steady rumble of the pay-out mechanism became an equally important source of comfort to everyone aboard, another reminder that everything was working as it ought to. “If one should drop to sleep, and wake up at night,” wrote Henry Field later, “he has only to hear the sound of ‘the old coffee mill,’ and his fears are relieved, and he goes to sleep again.”

[image: ]Charles Bright’s paying-out mechanism on the deck of the Niagara.


By the dawn hours of August 10, almost 300 miles of cable had been laid without a hitch, and Bright stepped away from his machine for some much needed rest, leaving it in the charge of one of his assistants. At 3:45 AM, the ship plunged into the trough of an unusually large wave. As it rose again, the cable was pulled taut. The attendant Bright had left in charge should have reduced the braking force in the mechanism, to let the cable spool out faster and ease the strain on it. But he failed to do so in time. The cable snapped with a sound that reverberated through the decks like the clap of doom. In a flash, the frayed end was lost forever beneath the ocean.

“Instantly ran through the ship a cry of grief and dismay,” writes Henry Field. “All gathered on deck with feelings which may be imagined.” The captain of the Niagara would remember the moment as akin to the death of a “dear friend”; he promptly ordered his ship’s flag lowered to half mast.

Field and his colleagues did a quick assessment, and concluded that the well over 300 miles of cable they had lost left them without enough of it remaining to start over again and hope to complete their task. There was nothing for it but to return to Britain. Once back in London, Field learned that it wasn’t possible to manufacture the needed additional cable before the Atlantic winter made the project of laying it too dangerous to attempt. So, the Niagara sailed for home for the season, and the naysayers and mockers on both sides of the ocean came out in force. A parody of “Pop Goes the Weasel!” made the music-hall rounds:


Pay it out! Oh, pay it out

As long as you are able:

For if you put the damned brake on:

Pop goes the cable!



But Cyrus Field professed himself to be undaunted — indeed, to be more encouraged than discouraged by recent events. Rather than the dismal failure described in the popular press, he chose to see his first attempt to lay his Atlantic Cable as a successful proof of concept; he had sent and received underwater telegraph signals over a gap several times longer than anyone had ever managed before. All he needed to go the full distance were a modestly redesigned paying-out mechanism and some equally modest operational refinements. He said as much in a letter to his investors:

The successful laying down of the Atlantic Telegraph Cable is put off for a short time, but its final triumph has been fully proved by the experience that we have had. My confidence was never so strong as at the present time, and I feel sure that, with God’s blessing, we shall connect Europe and America with the electric cord.


The first Atlantic cable may have been lost forever beneath the cold, dark waves of the ocean, but Field’s passion for the task burned as warmly as ever.

(Sources: the books The Victorian Internet by Tom Standage, Power Struggles: Scientific Authority and the Creation of Practical Electricity Before Edison by Michael B. Schiffer, Lightning Man: The Accursed Life of Samuel F.B. Morse by Kenneth Silverman, A Thread across the Ocean: The Heroic Story of the Transatlantic Telegraph by John Steele Gordon, The Story of the Atlantic Telegraph by Henry M. Field, and The Life of William Thomson by Silvanus Phillips Thompson; The Atlantic Monthly of November 1862. Online sources include “The Telegraph and Chess” by Bill Wall, Distant Writing: A History of the Telegraph Companies in Britain between 1838 and 1868 by Steven Roberts, and History of the Atlantic Cable & Undersea Communications.)
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				Loving this episode of James Burke’s Connections. 

What are your sources for this, Jimmy? I would love to know more. This period of technological bravery is fascinating to me. The things people tried and the obstacles they encountered to get stuff to work. 

You should turn this into a YouTube documentary series, since most of the Internet doesn’t read longform articles anymore.

(also: “Lady’s skirts” should be “Ladies’ skirts” if you want to use the plural possessive)
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				Thanks!

Sources are at the bottom of the article. ;)  A Thread Across the Ocean is a very good, readable history of the Atlantic cable. Henry Field’s book is also surprisingly good, but does require a tolerance of/appreciation for the more ornate prose style of the nineteenth century.
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				Another good source, which may be helpful if this series goes where it looks like it’s going to go, is Neal Stephenson’s essay Mother Earth Mother Board from Wired in the 90s (it was pretty clearly also research for Cryptonomicon). Although it mostly deals with undersea fiber optic cables there is also a good discussion of early undersea telegraph cables.
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				A great post, as usual.

However, a small nitpick: at one point you refer to the “Royal Army” burning down DC. The British Army very pointedly does not carry the prefix royal of the navy ( and later air force), for historic reasons ( having grown out of the anti-royal parliamentary new army in the civil war). Some individual regiments carry it and are thus the Royal X, but there is no such thing as a Royal Army in the British context.
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				I’m embarrassed to say, given all the World War II history I read as a kid, that I didn’t realize that. Thanks!
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				What a riveting tale!

Small typo:

“one almost expects to find an “LOL” lurking around in their somewhere”

should be

“…in there…”
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				January 22, 2022 at 2:45 am			

			
				
				Can you say more about where the electricity came from? This is all before the theories of Maxwell so no generators and we are left with accumulator cells. Not exactly known for their voltage which you say had to be upped to get the signal to travel further. Plus Newfoundland is cold which is not the best place for batteries either.
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				Not a subject I know enough about to go into huge detail, but I do know that the batteries being used in telegraphy at this stage were still voltaic piles, and would remain such until the 1870s. The main way of increasing output was increasing the size and quantity of battery cores. It should be understood that what might have been considered high voltage in the middle of the nineteenth century really wasn’t that much in modern terms.

At a later stage, attempts were made to increase voltage by wiring multiple batteries up to accumulator coils, but the cables proved incapable of handling the load. We’ll get into just a bit of that next time…
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				Reminds me of when I first got on the Internet in the very early 1990s. The entire UK was said to be connected to the ‘net by a cable roughly the speed of a T1 line (1.5Mbps). Email etc was fine, but file transfers were said to be very slow. Some silicon valley techie types had a faster connection into their house.
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				I see you’ve found a way to bring the Analog Antiquarian and Digital together. Great idea, and you should do this more. 

Matthew Fontaine Maury was my great great grandfather. Pretty amazing person. 

Missing a period:

“ license his telegraph patent to various regional players The first of these”
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				Wow. Small world. Thanks!

				


			

			

	





		
		
						
				Fredrik Arnerup			

			
				January 22, 2022 at 9:49 am			

			
				
				“Electricity, like all electromagnetic energy, moves through a vacuum at the speed of light.”

I’m sorry, but I have to nitpick. First, an electric current is carried by particles with mass, usually electrons, which can never move at the speed of light, though they can move through a vacuum. Electromagnetic radiation, e.g. light, is carried by massless photons and can move at the speed of light. Second, the speed of the electrons themselves is not relevant. In wire they move quite slowly. What matters is the speed of the signal. Imagine lining up a long line of billiard balls. If you hit the first one, the last will move almost instantaneously, but the ones in between while hardly have moved at all.

As for the “retardation”, what I believe the problem was is that the transmission speed of a signal depends on the frequency of the signal. A sine wave has a single frequency, so it would pass unaltered, but the square wave of morse code contains many different frequencies, so the signal will start to distort as soon as it is being transmitted. The longer the line, the more time the signal has to smear.
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				Thanks for this. I’ve altered the explanation. Let me know if there are still problems…
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				Word swap error: You have “exhibition” for “expedition”.
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				January 23, 2022 at 12:33 pm			

			
				
				“Maury explained that he had thought about the question enough already to propose a route for the cable between Newfoundland and Ireland, based upon deep-sea soundings he had recently conducted”

Maybe it should be noted that Maury’s picture of the bottom of the Atlantic wasn’t really very accurate at all; his soundings were so few and far between that he couldn’t even detect the Mid-Atlantic Ridge.

“that odd era in naval history when builders were still hedging their bets between sail and steam power by equipping their ships with both”

That’s an odd way to frame the situation. The two modes of propulsion were originally intended for different purposes; the steam engines were meant for low speed and accurate maneuverability, to be used in situations where a sail-only ship would need to be pulled and/or pushed by tugs, while the sails were for high speed ocean crossing. Then, as designers learned from practical experience what worked and what didn’t, steam engines were gradually developed to be more reliable and more powerful, until people realized that sails had become completely superfluous.

“a signal traveling at just one percent of the speed of light can still cross the Atlantic in less than one second”

While that’s true, it’s also irrelevant; the difference between the speed of light and the speed of signal propagation in electric wires is much smaller than the actual speed itself.

“The real issue was that different frequencies of current traveled at different speeds”

That is also true but mostly irrelevant; the frequency dependency of speed is too tiny to matter much for human-generated Morse code even at such a large distance. What caused most of the spreading of the rectangular Morse code pulses is the fact that the *dampening* of the signal depends strongly on the frequency.
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				I know this is going off subject, but I have to ask. If they used a sine wave for the signal, and let’s say 30 hz for a dot and 60 hz for a dash (and signal breaks between them), are you saying all (most) of the problems would go away?
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				No, not really. Even if you ignore the fact that the technology to generate and detect sine waves didn’t exist yet at the time, the method you suggest wouldn’t have allowed much increase in transmission speed, because modulating a sine wave with a on/off pulse still generates a lot of higher frequency components, and if these are filtered out, the base frequency will still spread out at the receiving end.

				


			

			

	





		
		
						
				Jimmy Maher			

			
				January 23, 2022 at 7:39 pm			

			
				
				I appreciate the additional details on Maury and steamships, but I’m comfortable not going any further into the weeds there.

On the subject of retardation, though, I went on a dive into older sources — particularly Silvanus Phillips Thompson’s 1910 biography of William Thompson and a November 1862 article from The Atlantic Monthly of all places — and I think I’ve finally got the explanation right this time.

				


			

			

	





		
		
						
				Veronica Summers			

			
				January 29, 2022 at 6:07 pm			

			
				
				Great read as always, Jimmy!

One question I have is that you frequently refer to “Canadians” and “Canada”

 However these events all take place prior to Confederation in 1867, so “Canada” didn’t exist. There were British and French settlements referred to as Upper and Lower Canada, but the residents considered themselves French and British. The notions of “Canada” and “Canadians” did not exist.

Previously, your stated policy has been to refer to historical people as the public would have referred to them at the time (not as we would now, looking back). Has this policy changed?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				January 29, 2022 at 9:59 pm			

			
				
				I had assumed that Newfoundland and Cape Breton were part of the British province of Canada, but I see now they were not. (Newfoundland didn’t actually become a part of Canada until 1949…) Thanks!

				


			

			

	





		
		
						
				Gareth			

			
				February 22, 2022 at 5:11 am			

			
				
				I don’t think you want the “inversely” in “inversely proportional to”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 25, 2022 at 9:45 am			

			
				
				Yes! Thanks!

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 3: …Try, Try Again

				February 4, 2022
			

A major financial panic struck the United States in August of 1857, just as the Niagara was making the first attempt to lay the Atlantic cable. Cyrus Field had to mortgage his existing businesses heavily just to keep them going. But he was buoyed by one thing: as the aftershocks of the panic spread to Europe, packet steamers took to making St. John’s, Newfoundland, their first port of call in the Americas for the express purpose of passing the financial news they carried to the island’s telegraph operators so that it could reach Wall Street as quickly as possible. It had taken the widespread threat of financial ruin, but Frederick Gisborne’s predictions about the usefulness of a Newfoundland telegraph were finally coming true. Now just imagine if the line could be extended all the way across the Atlantic…

While he waited for the return of good weather to the Atlantic, Field sought remedies for everything that had gone wrong with the first attempt to lay a telegraph cable across an ocean. The Niagara’s chief engineer, a man named William Everett, had examined Charles Bright’s paying-out mechanism with interest during the last expedition, and come up with a number of suggestions for improving it. Field sought and was granted Everett’s temporary release from the United States Navy, and brought him to London to redesign the machine. The result was actually simpler in most ways, being just one-fourth of the weight and one-third of the size of Bright’s design. But it incorporated a critical new feature: the brake now set and released itself automatically in response to the level of tension on the cable. “It seemed to have the intelligence of a human being, to know when to hold on and when to let go,” writes Henry Field. In reality, it was even better than a human being, in that it never got tired and never let its mind wander; no longer would a moment’s inattention on the part of a fallible human operator be able to wreck the whole project.

Charles Bright accepted the superseding of his original design with good grace; he was an engineer to the core, the new paying-out machine was clearly superior to the old one, and so there wasn’t much to discuss in his view. There was ongoing discord, however, between two more of Cyrus Field’s little band of advisors.

Wildman Whitehouse and William Thomson had been competing for Field’s ear for quite some time now. At first the former had won out, largely because he told Field what he most wished to hear: that a transatlantic telegraph could be made to work with an unusually long but otherwise fairly plebeian cable, using bog-standard sending and receiving mechanisms. But Field was a thoughtful man, and of late he’d begun losing faith in the surgeon and amateur electrical experimenter. He was particularly bothered by Whitehouse’s blasé attitude toward the issue of signal retardation.

Meanwhile Thomson was continuing to whisper contrary advice in his ear. He said that he still thought it would be best to use a thicker cable like the one he had originally proposed, but, when informed that there just wasn’t money in the budget for such a thing, he said that he thought he could get even Whitehouse’s design to work more efficiently. His scheme exploited the fact that even a heavily retarded signal probably wouldn’t become completely uniform: the current at the far end of the wire would still be full of subtle rises and falls where the formerly discrete dots and dashes of Morse Code had been. Thomson had been working on a new, ultrasensitive galvanometer, which ingeniously employed a lamp, a magnet, and a tiny mirror to detect the slightest variation in current amplitude. Two operators would work together to translate a signal on the receiving end of the cable: one, trained to interpret the telltale patterns of reflected light bobbing up and down in front of him, would translate them into Morse Code and call it out to his partner. Over the strident objections of Whitehouse, Field agreed to install the system, and also agreed to give Thomson access to the enormous spools of existing cable that were now warehoused in Plymouth, England, waiting for the return of spring. Thomson meticulously tested the cable one stretch at a time, and convinced Field to let him cut out those sections where its conductivity was worst.

The United States and Royal Navies agreed to lend the Atlantic Telegraph Company the same two vessels as last time for a second attempt at laying the cable. To save time, however, it was decided that the ships would work simultaneously: they would sail to the middle of the Atlantic, splice their cables together there, then each head toward a separate continent. So, in April of 1858, the Niagara and the Agamemnon arrived in Plymouth to begin the six-week process of loading the cable. They sailed together from there on June 10. Samuel Morse elected not to travel with the expedition this time, but Charles Bright, William Thomson, Cyrus Field and his two brothers, and many of the other principals were aboard one or the other ship.

They had been told that “June was the best month for crossing the Atlantic,” as Henry Field writes. They should be “almost sure of fair weather.” On the contrary, on June 13 the little fleet sailed into the teeth of one of the worst Atlantic storms of the nineteenth century. The landlubbers aboard had never imagined that such a natural fury as this could exist. For three days, the ships were lashed relentlessly by the wind and waves. With 1250 tons of cable each on their decks and in their holds, both the Niagara and the Agamemnon rode low in the water and were a handful to steer under the best of circumstances; now they were in acute danger of foundering, capsizing, or simply breaking to pieces under the battering.

The Agamemnon was especially hard-pressed: bracing beams snapped below decks, and the hull sprang leaks in multiple locations. “The ship was almost as wet inside as out,” wrote a horrified Times of London reporter who had joined the expedition. The crew’s greatest fear was that one of the spools of cable in the hold would break loose and punch right through the hull; they fought a never-ending battle to secure the spools against each successive onslaught. While they were thus distracted, the ship’s gigantic coal hampers gave way instead, sending tons of the filthy stuff skittering everywhere, injuring many of the crew. That the Agamemnon survived the storm at all was thanks to masterful seamanship on the part of its captain, who remained awake on the bridge for 72 hours straight, plotting how best to ride out each wave.

[image: ]An artist’s rendering of the Agamemnon in the grip of the storm, as published in the Illustrated London News.


Separated from one another by the storm, the two ships met up again on June 25 smack dab in the middle of an Atlantic Ocean that was once again so tranquil as to “seem almost unnatural,” as Henry Field puts it. The men aboard the Niagara were shocked at the state of the Agamemnon; it was so badly battered and so covered in coal dust that it looked more like a garbage scow than a proud Royal Navy ship of the line. But no matter: it was time to begin the task they had come here to carry out.

So, the cables were duly spliced on June 26, and the process of laying them began — with far less ceremony than last time, given that there were no government dignitaries on the scene. The two ships steamed away from one another, the Niagara westward toward Newfoundland, the Agamemnon eastward toward Ireland, with telegraph operators aboard each ship constantly testing the tether that bound them together as they went. They had covered a combined distance of just 40 miles when the line suddenly went dead. Following the agreed-upon protocol in case of such an eventuality, both crews cut their end of the cable, letting it drop uselessly into the ocean, then turned around and steamed back to the rendezvous point; neither crew had any idea what had happened. Still, the break had at least occurred early enough that there ought still to be enough cable remaining to span the Atlantic. There was nothing for it but to splice the cables once more and try again.

This time, the distance between the ships steadily increased without further incident: 100 miles, 200 miles, 300 miles. “Why not lay 2000 [miles]!” thought Henry Field with a shiver of excitement. Then, just after the Agamemnon had made a routine splice from one spool to the next, the cable snapped in the ship’s wake. Later inspection would reveal that that section of it had been damaged in the storm. Nature’s fury had won the day after all. Again following protocol for a break this far into the cable-laying process, the two ships sailed separately back to Britain.

It was a thoroughly dejected group of men who met soon after in the offices of the Atlantic Telegraph Company. Whereas last year’s attempt to lay the cable had given reason for guarded optimism in the eyes of some of them, this latest attempt seemed an unadulterated fiasco. The inexplicable loss of signal the first time this expedition had tried to lay the cable was in its way much more disconcerting than the second, explicable disaster of a physically broken cable, as our steadfast Times of London reporter noted: “It proves that, after all that human skill and science can effect to lay the wire down with safety has been accomplished, there may be some fatal obstacle to success at the bottom of the ocean, which can never be guarded against, for even the nature of the peril must always remain as secret and unknown as the depths in which it is encountered.” The task seemed too audacious, the threats to the enterprise too unfathomable. Henry Field:

The Board was called together. It met in the same room where, six weeks before, it had discussed the prospects of the expedition with full confidence of success. Now it met as a council of war is summoned after a terrible defeat. When the Directors came together, the feeling — to call it by the mildest name — was one of extreme discouragement. They looked blankly in each other’s faces. With some, the feeling was almost one of despair. Sir William Brown of Liverpool, the first Chairman, wrote advising them to sell the cable. Mr. Brooking, the Vice-Chairman, who had given more time than any other Director, sent in his resignation, determined to take no further part in an undertaking which had proved hopeless, and to persist in which seemed mere rashness and folly.


Most of the members of the board assumed they were meeting only to deal with the practical matter of winding up the Atlantic Telegraph Company. But Cyrus Field had other ideas. When everyone was settled, he stood up to deliver the speech of his life. He told the room that he had talked to the United States and Royal Navies, and they had agreed to extend the loan of the Niagara and the Agamemnon for a few more weeks, enough to make one more attempt to lay the cable. And he had talked to his technical advisors as well, and they had agreed that there ought to be just enough cable left to span the Atlantic if everything went off without a hitch. Even if the odds against success were a hundred to one, why not try one more time? Why not go down swinging? After all, the money they stood to recoup by selling a second-hand telegraph cable wasn’t that much compared to what had already been spent.

It is a tribute to his passion and eloquence that his speech persuaded this roomful of very gloomy, very pragmatic businessmen. They voted to authorize one more attempt to create an electric bridge across the Atlantic.

The Niagara and the poor, long-suffering Agamemnon were barely given time to load coal and provisions before they sailed again, on July 17, 1858. This time the weather was propitious: blue skies and gentle breezes the whole way to the starting point. On July 29, after conducting tests to ensure that the entirety of the remaining cable was still in working order, they began the laying of it once more. Plenty of close calls ensued in the days that followed: a passing whale nearly entangled itself in the cable, then a passing merchant ship nearly did the same; more sections of cable turned up with storm-damaged insulation aboard the Agamemnon and had to be cut away, to the point that it was touch and go whether Ireland or the end of the last spool would come first. And yet the telegraph operators aboard each of the ships remained in contact with one another day after day as they crept further and further apart.

[image: ]

At 1:45 AM on August 6, the Niagara dropped anchor in Newfoundland at a point some distance west of St. John’s, in Trinity Bay, where a telegraph house had already been built to receive the cable. One hour later, the telegraph operator aboard the ship received a message from the Agamemnon that it too had made landfall, in Ireland. Cyrus Field’s one-chance-in-a-hundred gamble had apparently paid off.

Shouting like a lunatic, Field burst upon the crew manning the telegraph house, who had been blissfully asleep in their bunks. At 6:00 AM, the men spliced the cable that had been carried over from the Niagara with the one that went to St. John’s and beyond. Meanwhile, on the other side of the ocean, the crew of the Agamemnon was doing the same with a cable that stretched from the backwoods of southern Ireland to the heart of London. “The communication between the Old and the New World [has] been completed,” wrote the Times of London reporter.



[image: ]The (apparently) successful laying of the cable in 1858 sparked almost a religious fervor, as shown in this commemorative painting by William Simpson, in which the Niagara is given something very like a halo as it arrives in Trinity Bay.


The news of the completed Atlantic cable was greeted with elation everywhere it traveled. Joseph Henry wrote in a public letter to Cyrus Field that the transatlantic telegraph would “mark an epoch in the advancement of our common humanity.” Scientific American wrote that “our whole country has been electrified by the successful laying of the Atlantic telegraph,” and Harper’s Monthly commissioned a portrait of Field for its cover. Countless cities and towns on both sides of the ocean held impromptu jubilees to celebrate the achievement. Ringing church bells, booming cannon, and 21-gun rifle salutes were the order of the day everywhere. Men who had or claimed to have sailed aboard the Niagara or the Agamemnon sold bits and pieces of leftover cable at exorbitant prices. Queen Victoria knighted the 26-year-old Charles Bright, and said she only wished Cyrus Field was a British citizen so she could do the same for him. On August 16, she sent a telegraph message to the American President James Buchanan and was answered in kind; this herald of a new era of instantaneous international diplomacy brought on yet another burst of public enthusiasm.

Embedded Javascript removed for eBook.The Story of the Telegraph.[1]No relation to the much more comprehensive history of the endeavor which Henry Field would later write under the same title.Times of London decided that “the Atlantic telegraph has half undone the Declaration of 1776, and has gone far to make us once again, in spite of ourselves, one people.” Others found prose woefully inadequate for the occasion, found they could give proper vent to their feelings only in verse.


‘Tis done! The angry sea consents,

The nations stand no more apart,

With clasped hands the continents

Feel throbbings of each other’s heart.

Speed, speed the cable; let it run

A loving girdle round the earth,

Till all the nations ‘neath the sun

Shall be as brothers of one hearth;

As brothers pledging, hand in hand,

One freedom for the world abroad,

One commerce every land,

One language and one God.



But one fact was getting lost — or rather was being actively concealed — amidst all the hoopla: the Atlantic cable was working after a fashion, but it wasn’t working very well. Even William Thomson’s new galvanometer struggled to make sense of a signal that grew weaker and more diffuse by the day. To compensate, the operators were forced to transmit more and more slowly, until the speed of communication became positively glacial. Queen Victoria’s 99-word message to President Buchanan, for example, took sixteen and a half hours to send — a throughput of all of one word every ten minutes. The entirety of another day’s traffic consisted of:

Repeat please.

Please send slower for the present.

How?

How do you receive?

Send slower.

Please send slower.

How do you receive?

Please say if you can read this.

Can you read this?

Yes.

How are signals?

Do you receive?

Please send something.

Please send Vs and Bs.

How are signals?


Cyrus Field managed to keep these inconvenient facts secret for some time while his associates scrambled fruitlessly for a solution. When Thomson could offer him no miracle cure, he turned back to Wildman Whitehouse. Insisting that there was no problem with his cable design which couldn’t be solved by more power, Whitehouse hooked it up to giant induction coils to try to force the issue. Shortly after he did so, on September 1, the cable failed completely. Thomson and others were certain that Whitehouse had burned right through the cable’s insulation with his high-voltage current, but of course it is impossible to know for sure. Still, that didn’t stop Field from making an irrevocable break with Whitehouse; he summarily fired him from the company. In response, Whitehouse went on a rampage in the British press, denouncing the “frantic fooleries of the Americans in the person of Cyrus W. Field”; he would soon publish a book giving his side of the story, filled with technical conclusions which history has demonstrated to be wrong.

On October 20, with all further recourse exhausted, Field bit the bullet and announced to the world that his magic thread was well, truly, and hopelessly severed. The press at both ends of the cable turned on a dime. The Atlantic Telegraph Company and its principal face were now savaged with the same enthusiasm with which they had so recently been praised. Many suspected loudly that it had all been an elaborate fraud. “How many shares of stock did Mr. Field sell in August?” one newspaper asked. (The answer: exactly one share.) The Atlantic Telegraph Company remained nominally in existence after the fiasco of 1858, but it would make no serious plans to lay another cable for half a decade.

Cyrus Field himself was, depending on whom you asked, either a foolish dreamer or a cynical grifter. His financial situation too was not what it once had been. His paper business had suffered badly in the panic of 1857; then came a devastating warehouse fire in 1860, and he sold it shortly thereafter at a loss. In April of 1861, the American Civil War, the product of decades of slowly building tension between the country’s industrial North and the agrarian, slave-holding South, finally began in earnest. Suddenly the paeans to universal harmony which had marked a few halcyon weeks in August of 1858 seemed laughable, and the moneyed men of Wall Street turned their focus to engines of war instead of peace.

Yet the British government at least was still wondering in its stolid, sluggish way how a project to which it had contributed considerable public resources, which had in fact nearly gotten one of Her Majesty’s foremost ships of the line sunk, had wound up being so useless. The same month that the American Civil War began, it formed a commission of inquiry to examine both this specific failure and the future prospects for undersea telegraphy in general. The commission numbered among its members none other than Charles Wheatstone, along with William Cooke one of the pair of inventors who had set up the first commercial telegraph line in the world. It read its brief very broadly, and ranged far afield to address many issues of importance to a slowly electrifying world. Most notably, it defined the standardized units of electrical measurement that we still use today: the watt, the volt, the ohm, and the ampere.

But much of its time was taken up by a war of words between Wildman Whitehouse and William Thomson, each of whom presented his case at length and in person. While Whitehouse laid the failure of the first transatlantic telegraph at the feet of a wide range of factors that had nothing to do with his cable but much to do with the gross incompetence of the Atlantic Telegraph Company in laying and operating it, Thomson argued that the choice of the wrong type of cable had been the central, precipitating mistake from which all of the other problems had cascaded. In the end, the commission found Thomson’s arguments more convincing; it did seem to it that “the heavier the cable, the greater its durability.” Its final conclusions, delivered in July of 1863, were simultaneously damning toward many of the specific choices of the Atlantic Telegraph Company and optimistic that a transatlantic telegraph should be possible, given much better planning and preparation. The previous failures were, it said, “due to causes which might have been guarded against had adequate preliminary investigation been made.” Nevertheless, “we are convinced that this class of enterprise may prove as successful as it has hitherto been disastrous.”

Meanwhile, even in the midst of the bloodiest conflict in American history, all Cyrus Field seemed to care about was his once and future transatlantic telegraph. Graduating from the status of dreamer or grifter, he now verged on becoming a laughingstock in some quarters. In New York City, for example, “he addressed the Chamber of Commerce, the Board of Brokers, and the Corn Exchange,” writes Henry Field, “and then he went almost literally door to door, calling on merchants and bankers to enlist their aid. Even of those who subscribed, a large part did so more from sympathy and admiration of his indomitable spirit than from confidence in the success of the enterprise.” One of his marks labeled him with grudging admiration “the most obstinately determined man in either hemisphere.” Yet in the course of some five years of such door-knocking, he managed to raise pledges amounting to barely one-third of the purchase price of the first Atlantic cable — never mind the cost of actually laying it. This was unsurprising, in that there lay a huge unanswered question at the heart of any renewal of the enterprise: a cable much thinner than the one which almost everyone except Wildman Whitehouse now agreed was necessary had dangerously overburdened two of the largest ships in the world, very nearly with tragic results for one of them. And yet, in contrast to the 2500 tons of Whitehouse’s cable, Thomson’s latest design was projected to weigh 4000 tons. How on earth was it to be laid?

But Cyrus Field’s years in the wilderness were not to last forever. In January of 1864, in the course of yet another visit to London, he secured a meeting with Thomas Brassey, one of the most famous of the new breed of financiers who were making fortunes from railroads all over the world. Field wrote in a letter immediately after the meeting that “he put me through such a cross-examination as I had never before experienced. I thought I was in the witness box.” (He doesn’t state in his letter whether he noticed the ironic contrast with the way this whole adventure had begun exactly one decade earlier, when it had been Frederick Gisborne who had come with hat in hand to his own stateroom for an equally skeptical cross-examination.)

It seems that Field passed the test. Brassey agreed to put some of his money and, even more importantly, his sterling reputation as one of the world’s foremost men of business behind the project. And just like that, things started to happen again. “The wheels were unloosed,” writes Henry Field, “and the gigantic machinery began to revolve.” The money poured in; the transatlantic telegraph was on again. Cyrus Field placed an order for a thick, well-insulated cable matching Thomson’s specifications. The only problem remaining was the same old one of how to actually get it aboard a ship. But, miraculously, Thomas Brassey believed he had a solution for that problem too.

During the previous decade, Isambard Kingdom Brunel, arguably the greatest steam engineer of the nineteenth century, had designed and overseen the construction of what he intended as his masterpiece: an ocean liner called the Great Eastern, which displaced a staggering 19,000 tons, could carry 4000 passengers, and could sail from Britain to Australia without ever stopping for coal. It was 693 feet long and 120 feet wide, with ten steam engines producing up to 10,000 horsepower and delivering it through both paddle wheels and a screw propeller. And, most relevantly for Brassey and Field, it could carry up to 7000 tons of cargo in its hold.

[image: ]T.G. Dutton’s celebratory 1859 rendering of the Great Eastern.


Alas, its career to date read like a Greek tragedy about the sin of hubris. The Great Eastern almost literally killed its creator; undone by the stresses involved in getting his “Great Babe” built, Brunel died at the age of only 53 shortly after it was completed in 1859. During its sea trials, the ship suffered a boiler explosion that killed five men. And once it entered service, those who had paid to build it discovered that it was just too big: there just wasn’t enough demand to fill its holds and staterooms, even as it cost a fortune to operate. “Her very size was against her,” writes Henry Field, “and while smaller ships, on which she looked down with contempt, were continually flying to and fro across the sea, this leviathan could find nothing worthy of her greatness.” The Great Eastern developed the reputation of an ill-starred, hard-luck ship. Over the course of its career, it was involved in ten separate ship-to-ship collisions. In 1862, it ran aground outside New York Harbor; it was repaired and towed back to open waters only at enormous effort and expense, further burnishing its credentials as an unwieldy white elephant. Eighteen months later, the Great Eastern was retired from service and put up for sale. A financier named Daniel Gooch bought the ship for just £25,000, less than its value as scrap metal. And indeed, scrapping it for profit was quite probably foremost on his mind at the time.

But then Thomas Brassey came calling on his friend, asking what it would cost to acquire the ship for the purpose of laying the transatlantic cable. Gooch agreed to loan the Great Eastern to him in return for £50,000 in Atlantic Telegraph Company stock. And so Cyrus Field’s project acquired the one ship in the world that was actually capable of carrying Thomson’s cable. One James Anderson, a veteran captain with the Cunard Line, was hired to command it.

Observing the checkered record of the Atlantic Telegraph Company in laying working telegraph cables to date, Brassey and his fellow investors insisted that the latest attempt be subcontracted out to the recently formed Telegraph Construction and Maintenance Company, the entity which also provided the cable itself. During the second half of 1864, the latter company extensively modified the Great Eastern for the task before it. Intended as it was for a life lived underwater, the cable was to be stored aboard the ship immersed in water tanks in order to prevent its vital insulation from drying out and cracking.

Then, from January to July of 1865, the Great Eastern lay at a dock in Sheerness, England, bringing about 20 miles of cable per day onboard. The pendulum had now swung again with the press and public: the gargantuan ship became a place of pilgrimage for journalists, politicians, royalty, titans of industry, and ordinary folks, all come to see the progress of this indelible sign of Progress in the abstract. Cyrus Field was so caught up in the excitement of an eleven-year-old dream on the cusp of fulfillment that he hardly noticed when the final battle of the American Civil War ended with Southern surrender on April 9, 1865, nor the shocking assassination of the victorious President Abraham Lincoln just a few days later.

On July 15, the Great Eastern put to sea at last, laden with the 4000 tons of cable plus hundreds more tons of dead weight in the form of the tanks of water that were used to store it. Also aboard was a crew of 500 men, but only a small contingent of observers from the Atlantic Telegraph Company, among them the Field brothers and William Thomson. Due to its deep draft, the Great Eastern had to be very cautious when sailing near land; witness its 1862 grounding in New York Harbor. Therefore a smaller steamer, the Caroline, was enlisted to bring the cable ashore on the treacherous southern coast of Ireland and to lay the first 23 miles of it from there. On the evening of July 23, the splice was made and the Great Eastern took over responsibility for the rest of the journey.

So, the largest ship in the world made its way westward at an average speed of a little over six knots. Cyrus Field, who was prone to seasickness, noted with relief how different an experience it was to sail on a behemoth like this one even in choppy seas. He and everyone else aboard were filled with optimism, and with good reason on the whole; this was a much better planned, better thought-through expedition than those of the Niagara and the Agamemnon. Each stretch of cable was carefully tested before it fell off the stern of the ship, and a number of stretches were discarded for failing to meet Thomson’s stringent standards. Then, too, William Everett’s paying-out mechanism had been improved such that it could now reel cable back in again if necessary; this did indeed prove to be the case twice, when stretches of cable proved not to be as water-resistant as they ought to have been despite all of Thomson’s efforts.

The days went by, filled with minor snafus to be sure, but nothing that hadn’t been anticipated. The stolid and stable Great Eastern, writes Henry Field, “seemed as if made by Heaven to accomplish this great work of civilization.” And the cable itself continued to work even better than Thomson had said it would; the link with Ireland remained rock-solid, with a throughput to which Whitehouse’s cable could never have aspired.

At noon on August 2, the Great Eastern was well ahead of schedule, already almost two-thirds of the way to Newfoundland, when a fault was detected in the stretch of cable just laid. This was annoying, but nothing more than that; it had, after all, happened twice before and been dealt with by pulling the bad stretch out of the water and discarding it. But in the course of hauling it back in this time, an unfortunate burst of wind and current spelled disaster: the cable was pulled taut by the movement of the ship and snapped.

Captain Anderson had one gambit left — one more testament to the Telegraph Construction and Maintenance Company’s determination to plan for every eventuality. He ordered the huge grappling hook with which the Great Eastern had been equipped to be deployed over the side. It struck the naïve observers from the Atlantic Telegraph Company as an absurd proposition; the ocean here was two and a half miles deep — so deep that it took the hook two hours just to touch bottom. The ship steamed back and forth across its former course all night long, dragging the hook patiently along the ocean floor. Early in the morning, it caught on something. The crew saw with excitement that, as the grappling machinery pulled the hook gently up, its apparent weight increased. This was consistent with a cable, but not with anything else that anyone could conceive. But in the end, the increasing weight of it proved too much. When the hook was three quarters of a mile above the ocean floor, the rope snapped. Two more attempts with fresh grappling hooks ended the same way, until there wasn’t enough rope left aboard to touch bottom.

It had been a noble attempt, and had come tantalizingly close to succeeding, but there was nothing left to do now but mark the location with a buoy and sail back to Britain. “We thought you went down!” yelled the first journalist to approach the Great Eastern when it reached home. It seemed that, in the wake of the abrupt loss of communication with the ship, a rumor had spread that it had struck an iceberg and sunk.



 

Although the latest attempt to lay a transatlantic cable had proved another failure, one didn’t anymore have to be a dyed-in-the-wool optimist like Cyrus Field to believe that the prospects for a future success were very, very good. The cable had outperformed expectations by delivering a clear, completely usable signal from first to last. The final sticking point had not even been the cable’s own tensile strength but rather that of the ropes aboard the Great Eastern. Henry Field:

This confidence appeared at the first meeting of directors. The feeling was very different from that after the return of the first expedition of 1858. So animated were they with hope, and so sure of success the next time, that all felt that one cable was not enough, they must have two, and so it was decided to take measures not only to raise the broken end of the cable and to complete it to Newfoundland, but also to construct and lay an entirely new one, so as to have a double line in operation the following summer.


Nothing was to be left to chance next time around. William Thomson worked with the Telegraph Construction and Maintenance Company to make the next cable even better, incorporating everything that had been learned on the last expedition plus all the latest improvements in materials technology. The result was even more durable, whilst weighing about 10 percent less. The paying-out mechanism was refined further, with special attention paid to the task of pulling the cable in again without breaking it. And the Great Eastern too got a refit that made it even more suited to its new role in life. Its paddle wheels were decoupled from one another so each could be controlled separately; by spinning one forward and one backward, the massive ship could be made to turn in its own length, an improvement in maneuverability which should make grappling for a lost cable much easier. Likewise, twenty miles of much stronger grappling rope was taken onboard. Meanwhile the Atlantic Telegraph Company was reorganized and reincorporated as the appropriately trans-national Anglo-American Telegraph Company, with an initial capitalization of £600,000.

This time the smaller steamer William Corry laid the part of the cable closest to the Irish shore. On Friday, July 13, 1866, the splice was made and the Great Eastern took over. The weather was gray and sullen more often than not over the following days, but nothing seemed able to dampen the spirit of optimism and good cheer aboard; many a terrible joke was made about “shuffling off this mortal coil.” As they sailed along, the crew got a preview of the interconnected world they were so earnestly endeavoring to create: the long tether spooling out behind the ship brought them up-to-the-minute news of the latest stock prices on the London exchange and debates in Parliament, as well as dispatches from the battlefields of the Third Italian War of Independence, all as crystal clear as the weather around them was murky.

The Great Eastern maintained a slightly slower pace this time, averaging about five knots, because some felt that some of the difficulties last time had resulted from rushing things a bit too much. Whether due to the slower speed or all of the other improvements in equipment and procedure, the process did indeed go even more smoothly; the ship never failed to cover at least 100 miles — usually considerably more — every day. The Great Eastern sailed unperturbed beyond the point where it had lost the cable last time. By July 26, after almost a fortnight of steady progress, the excitement had reached a fever pitch, as the seasoned sailors aboard began to sight birds and declared that they could smell the approaching land.

The following evening, they reached their destination. “The Great Eastern,” writes Henry Field, “gliding in as if she had done nothing remarkable, dropped her anchor in front of the telegraph house, having trailed behind her a chain of 2000 miles, to bind the Old World to the New.” A different telegraph house had been built in Trinity Bay to receive this cable, in a tiny fishing village with the delightful name of Heart’s Content. The entire village rowed out to greet the largest ship by almost an order of magnitude ever to enter their bay, all dressed in their Sunday best.

[image: ]

[image: ]The Great Eastern in Trinity Bay, 1866. This photograph does much to convey the sheer size of the ship. The three vessels lying alongside it are all oceangoing ships in their own right.


But there was one more fly in the ointment. When he came ashore, Cyrus Field learned that the underwater telegraph line he had laid between Newfoundland and Cape Breton ten years before had just given up the ghost. So, there was a little bit more work to be done. He chartered a coastal steamer to take onboard eleven miles of Thomson’s magic cable from the Great Eastern and use it to repair the vital span; such operations in relatively shallow water like this had by now become routine, a far cry from the New York, Newfoundland, and London Telegraph Company’s wild adventure of 1855. While he waited for that job to be completed, Field hired another steamer to bring news of his achievement to the mainland along with a slew of piping-hot headlines from Europe to serve as proof of it. It was less dramatic than an announcement via telegraph, but it would have to do.

Thus word of the completion of the first truly functional transatlantic telegraph cable, an event which took place on July 27, 1866, didn’t reach the United States until July 29. It was the last delay of its kind. Two separate networks had become one, two continents sewn together using an electric thread; the full potential of the telegraph had been fulfilled. The first worldwide web, the direct ancestor and prerequisite of the one we know today, was a reality.

(Sources: the books The Victorian Internet by Tom Standage, Power Struggles: Scientific Authority and the Creation of Practical Electricity Before Edison by Michael B. Schiffer, Lightning Man: The Accursed Life of Samuel F.B. Morse by Kenneth Silverman, A Thread across the Ocean: The Heroic Story of the Transatlantic Telegraph by John Steele Gordon, and The Story of the Atlantic Telegraph by Henry M. Field. Online sources include “Heart’s Content Cable Station” by Jerry Proc, Distant Writing: A History of the Telegraph Companies in Britain between 1838 and 1868 by Steven Roberts, and History of the Atlantic Cable & Undersea Communications.)

 Footnotes[+]

 Footnotes  



 	↑1 	No relation to the much more comprehensive history of the endeavor which Henry Field would later write under the same title.




  
 


		
	
		
			
				Comments

				33 Responses 
			


						
		
						
				S. Ben Melhuish			

			
				February 4, 2022 at 8:56 pm			

			
				
				Great storytelling.

One typo: “scraping it for profit” should probably be “scrapping it for profit”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 4, 2022 at 9:01 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Not Fenimore			

			
				February 4, 2022 at 9:36 pm			

			
				
				Really good! As previously noted by another commenter, very connections-esque

(It says 125 tonnes per ship – should that be 1250 tonnes, as per the previous article?)

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 5, 2022 at 7:08 am			

			
				
				Yes, indeed. (And I do need to investigate this Connections thing everyone keeps talking about…)

				


			

			

	
		
		
						
				Todd Carson			

			
				February 6, 2022 at 2:43 am			

			
				
				“ (And I do need to investigate this Connections thing everyone keeps talking about…)”

If you do, note that it also spawned a delightfully campy mid-90s CD-ROM adventure game which might make suitable fodder for a post in your series.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 6, 2022 at 8:07 am			

			
				
				That does look really interesting. Like the television show, it’s completely new to me. I’ll put it on my list of stuff to check out.

				


			

			

	
		
		
						
				Peter Malamud Smith			

			
				February 9, 2022 at 2:49 pm			

			
				
				Oh my god, Jimmy, you of all people are going to LOVE that show. The original ‘70s series is so good.

				


			

			

	

















		
		
						
				Brent			

			
				February 5, 2022 at 1:48 am			

			
				
				The story of the transatlantic cable is fascinating and could easily have been its own series. I can’t wait for this whole story to be finished and epub’d so I can send it to my Dad – I think he’ll love it!

				


			

			

	

		
		
						
				Gordon Cameron			

			
				February 5, 2022 at 1:53 am			

			
				
				Bravo – this series seems to be the place where the Digital and Analog Antiquarians meet and shake hands.

Also, this needs to be a movie!

				


			

			

	
		
		
						
				Gordon Cameron			

			
				February 5, 2022 at 2:02 am			

			
				
				(Unless it already is one.)

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 5, 2022 at 7:13 am			

			
				
				Not that I know of. I agree that it would make a fine historical epic.

				


			

			

	









		
		
						
				Ben P. Stein			

			
				February 5, 2022 at 5:35 pm			

			
				
				Marvelous story. Thank you for telling it so well. It makes me appreciate the internet all the more. 

Maybe I misread this part, but should there be a “not” before “administer” here?

“Even if Whitehouse did administer the coup de grace, the cable’s death was surely only a matter of time.”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 5, 2022 at 10:42 pm			

			
				
				As intended, but it was an unnecessarily confusing — and simply unnecessary — sentence. I’ve nixed it. Thanks!

				


			

			

	





		
		
						
				Leo Vellés			

			
				February 5, 2022 at 7:44 pm			

			
				
				Gotta say Jimmy, one more time, his multi-piece series that blends social history to reach the game or technology advance that is the final destination, is truly superb. Anyone who is enjoying this one, should also read the ones Jimmy wrote for Tetris, Trinity or Wings (and of course, all The Analog Antiquarian).

A very small typo: “an ocean  liner called the Great Eastern, which displaced a staggering 19,000 tons”. There is a double space between “ocean” and “liner”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 5, 2022 at 10:43 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				That guy!			

			
				February 5, 2022 at 8:14 pm			

			
				
				Hello,

sorry for being “that guy” but I really don’t care about the last three articles (A web around the world). This is just my opinion I’m sure that other people love them. However I think they are a little out of scope. Any idea when we’ll return to the normal, gaming-related articles? I’m really looking forward to it…

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 5, 2022 at 10:59 pm			

			
				
				No worries. I fully expected this series to divide the waters, so to speak, and even expected to take a bit of a hit for it in my pocketbook. So far these things show every sign of coming to pass. ;) But this story is a hugely important one for the “digital culture” side of this site’s brief, and I felt that to neglect it would be a betrayal of that broader view.

Anyway, to answer your specific question: I’m afraid we’re probably looking at around ten to twelve parts. Computers should finally enter the mix about halfway through. ;)

				


			

			

	
		
		
						
				Robert Barron			

			
				February 6, 2022 at 8:37 am			

			
				
				I think the “divided waters” will be linked by cables even stronger than telegraph ones.

One more vote in favour of this series.

				


			

			

	

		
		
						
				Mike Russo			

			
				February 6, 2022 at 6:55 pm			

			
				
				10-12 parts sounds great to me, bring ’em on! :) I never thought the first transatlantic cable laying would turn out to be this difficult or beset with so many setbacks, and yet perseverance and research (and being able to change your mind as a result of that research) eventually paid off!

				


			

			

	









		
		
						
				Gnoman			

			
				February 6, 2022 at 3:17 pm			

			
				
				If your sources have it, it would be nice to compare the available “bandwidth” for wireless telegraph and radiotelephone when that comes along. It is pretty clear that the cables were superior (else they’d have stopped laying them when the wireless was invented), but precisely how superior they are is something I’ve been unable to find with casual searches.

				


			

			

	
		
		
						
				Peter Olausson			

			
				February 6, 2022 at 6:53 pm			

			
				
				The data speed of cables and wireless is difficult to compare since both increased over the years. As for the 1866 cable, one source states a speed of 6–8 words per minute; I don’t know how many letters or Morse symbols that is supposed to be.

				


			

			

	

		
		
						
				Jimmy Maher			

			
				February 6, 2022 at 10:09 pm			

			
				
				I believe the 1866 cable could manage twelve words per minute without too much trouble. This was considerably less than what one could expect from a terrestrial cable with a skilled operator on each end, but the speed did increase fairly quickly from there.

That said, it may be slightly anachronistic to think of these things purely in terms of the throughput allowed by the technology — and this may explain why your searches have come up blank. The limiting factor was a human one: the speed with which an operator could work the Morse key on the sending side, and another operator could decipher the message on the receiving side. (For this reason, really, really fast operators were the rock stars of the telegraphy world, and got paid accordingly. Thomas Edison first made a name for himself by working the fastest key in the East.) Already by 1875, companies were investing heavily in multiplex telegraph systems to work around the upper bounds of human capacity; these allowed multiple messages to pass over the same line at the same time by giving each signal a unique frequency “thumbprint.” (A comparison might be drawn with the way that computer-chip designers turned to parallel processing when certain physical limitations began to make it hard to continue to increase clock speeds.)

The advantages that a wired connection offered over a wireless one weren’t so much related to speed or bandwidth as to reliability and robustness. A wireless signal was limited in range under the best of conditions, and was subject to countless vagaries of geography, weather, and possible interference from other signals on or close to the same band. And then there’s the issue of privacy; anyone could listen in to a wireless message. If you sent a message over a wire, on the other hand, you could feel confidant it would reach its intended destination — and only its intended destination — strong and ungarbled. Therefore wireless was reserved for situations where a wired connection just wasn’t possible, such as aboard a ship. If everyone had stopped using the wires after Marconi came along, nobody would have been able to send anything; there just wouldn’t have been enough room on the frequency spectrum.

				


			

			

	





		
		
						
				Peter Olausson			

			
				February 6, 2022 at 6:57 pm			

			
				
				Minor note regarding “sailors are a notoriously superstitious lot”: One might have expected the date to give them pause, if they knew that Friday 13th is supposed to be an unlucky day. This is a fairly new piece of superstition and was nowhere near as common in 1866 as it is today.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 6, 2022 at 9:53 pm			

			
				
				I had assumed it was one of those things that had been around almost literally forever. Thanks!

				


			

			

	





		
		
						
				Wolfeye Mox			

			
				February 6, 2022 at 9:00 pm			

			
				
				These articles about the start of the Web are so good, I want them in a book. A print book, on a shelf.

				


			

			

	

		
		
						
				Martin			

			
				February 6, 2022 at 10:20 pm			

			
				
				Sound like an Oregon Trail like game could be made of the whole process. Avoiding the whales would be the equivalent of the OT hunting game, keeping the operators awake, going in the right direction, speed, avoiding storms and running out of fuel, I can see it all now.

I guess a text only first cut wouldn’t be too hard to create.

				


			

			

	

		
		
						
				Aula			

			
				February 7, 2022 at 7:52 am			

			
				
				“The Great Eastern almost literally killed its creator”

The “the” at the beginning of that sentence is italicized but shouldn’t be.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 7, 2022 at 8:12 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Jogy			

			
				February 12, 2022 at 7:25 pm			

			
				
				This was an amazing story! Thank you so much for writing it!

				


			

			

	

		
		
						
				Mateusz Krzesniak			

			
				February 14, 2022 at 8:23 pm			

			
				
				Another great one! I first heard you on the Video Game History Hour and started catching up on older articles, so it’s exciting to get in on the ground level for some new ones.

One tiny thing I noticed was two “the” words where there should only be one in the following sentence: “William Thomson worked with the the Telegraph Construction and Maintenance Company…”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				February 14, 2022 at 8:28 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Nikolai Kondrashov			

			
				March 7, 2022 at 3:08 pm			

			
				
				A wonderful read, thank you!

Typo: “blues skies”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 7, 2022 at 3:15 pm			

			
				
				Thanks!

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 4: From Telegraphy to Telephony

				February 18, 2022
			

For ten very odd days during the late summer of 1866, the entire world directed its attention toward the tiny Newfoundland fishing village of Heart’s Content, population about 100 souls. Then the Great Eastern sailed again, and the telegraph house there became just another unnoticed part of the world’s communications infrastructure, one of those thousands upon thousands of installations that no one thinks about until they stop working. The once wondrous Atlantic telegraph cable itself joined the same category not long after, almost as soon as the Great Eastern completed the final part of its assignment for the year: that of fishing the broken cable from the previous year up out of the ocean’s depths and completing its run to Newfoundland. Thus well before the end of 1866, there were two Atlantic cables in service, the second providing additional bandwidth and, just as importantly, redundancy in the case of a break in the first. Never since has the link between the two continents been severed.

The Anglo-American Telegraph Company’s final bill for this permanent remaking of the time scale of international diplomacy, business, and journalism came to £2.5 million, equivalent to about £320 million or $430 million in 2022 currency; this total includes all of the earlier failed attempts to lay the cable, but ignores the costs to American and British taxpayers entailed by the loaning of the Niagara and the Agamemnon and many other forms of government support. Thanks more to Cyrus Field’s stubbornness than any grand design, the transatlantic cable had become an international infrastructure project more expensive than any yet undertaken in the history of the world. And yet in the long term the cost of the cable was paltry in comparison to how much it did to change the way all of the people of the world viewed themselves in relation to the rest of their planet.

In the shorter term, however, this latest, working transatlantic cable was greeted with fewer ecstatic poems and joyful jubilees than the sadly muddled one of 1858 had enjoyed. The reaction was especially muted in the United States. Perhaps the long years of war that separated the two events had made those old dreams of a new epoch of international harmony seem hopelessly quaint, or perhaps the impatient Americans just thought it was high time already that this cable they’d been hearing about for so long started working properly. One of the few eloquent exceptions to the rule of blasé acceptance was provided by a prominent New York attorney named William Maxwell Evans. He noted the inscription on the base of a statue of Christopher Columbus in Madrid: “There was one world. He said, ‘Let there be two.’ And there were two.” Now, said Evans, Field had dared to reverse Columbus: “There were two worlds. He said, ‘Let there be one.’ And there was one.”

In lieu of more windy speeches, the working transatlantic telegraph prompted “a commercial revolution in America,” as Henry Field puts it — prompted a whole new era of globalized trade which has changed more in magnitude than in character in all the years since:

Every morning, as [Cyrus] Field went to his office [in New York City], he found laid on his desk at nine o’clock the quotations on the Royal Exchange at twelve! Lombard Street and Wall Street talked with each other as two neighbors across the way. This soon made an end of the tribe of speculators who calculated on the fact that nobody knew at a particular moment the state of the market on the other side of the sea, a universal ignorance by which they profited by getting advances. Now everybody got them as soon as they, for the news came with the rising of each day’s sun, and the occupation of a class that did much to demoralize trade on both sides of the ocean was gone.

The same restoration of order was seen in the business of importations, which had been hitherto almost a matter of guess-work. A merchant who wished to buy silks in Lyons sent his orders months in advance, and of course somewhat at random, not knowing how the market might turn, so that when the costly fabrics arrived he might find that he had ordered too many or too few. A China merchant sent his ship round the world for a cargo of tea, which returned after a year’s absence bringing not enough to supply the public demand, leaving him in vexation at the thought of what he might have made “if he had known,” or, what was still worse, bringing twice too much, in which case the unsold half remained on his hands. This was a risk against which he had to be insured, as much as against fire or shipwreck. And the only insurance he could have was to take reprisals by an increased charge on his unfortunate customers.

This double risk was now greatly reduced if not entirely removed. The merchant need no longer send out orders a year beforehand, nor order a whole shipload of tea when he needed only a hundred chests, since he could telegraph his agent for what he wanted and no more. With this opportunity for getting the latest intelligence, the element of uncertainty was eliminated and the importer no longer did business at a venture. Buying from time to time, so as to take advantage of low markets, he was able to buy cheaper, and of course to sell cheaper. It would be a curious study to trace the effect of the cable upon the prices of all foreign goods. A New York merchant who has been himself an importer for forty years tells me that the saving to the American people cannot be less than many millions every year.


That said, it was the well-heeled who most directly benefited from the Atlantic cables in their early months and years. For all of William Thomson’s work, the bandwidth of each of them was still limited to little more than twelve words per minute, making them a precious resource indeed. The initial going rate for sending a message between continents was a rather staggering £1 or $7.50 per word, at a time when a skilled craftsman’s weekly wage might be around $10.

But that was merely the curse of the early adopter, something with which a technology-mad world would become all too familiar over the century and a half to come. In time, the pressure of competition combined with ever-improving cables and systems brought the price down dramatically. The Anglo-American Telegraph Company’s first competitor entered the ring already in 1869, when a French cooperative laid a cable of its own from Brest to Newfoundland and then on to Boston. By 1875, a transatlantic telegram cost a slightly more manageable $1 per word; by 1892, the price was down to 25¢ per word — still a stretch for the average American or European to use for private correspondence, but cheap enough for markets, businesses, governments, and news organizations to use very profitably, given their economies of scale. Soon “the wire” was synonymous with news itself.

By 1893, no fewer than ten transatlantic telegraph cables were in service, all of them transmitting at several times the speed of the cables of 1866; just seven years later, the total was fifteen. Other undersea cables pulled India, Australia, China, and Japan into this first worldwide web. It was now possible to send a message from any reasonably sized city in the world all the way around the world, until it made it back to its starting point from the opposite direction just a few hours later.

Henry Field again, writing in 1893:

The morning news comes after a night’s repose, and we are wakened gently to the new day which has dawned upon the world. That which serves to such an end, which is a connecting link between countries and races of men, is not a mere material thing, an iron chain, lying cold and dead in the icy depths of the Atlantic. It is a living, fleshly bond between severed portions of the human family, thrilling with life, along which every human impulse runs swift as the current in human veins, and will run forever. Free intercourse between nations, as between individuals, leads to mutual kindly offices that make those who at once give and receive feel that they are not only neighbors but friends. Hence the “mission” of submarine telegraphy is to be the minister of peace.


Sentiments like these had once again become commonplace even in the United States by the end of the nineteenth century, as the memories of civil war faded. It was now widely believed that the developed world at least had become too intimately intertwined, thanks largely to the telegraph, to ever seriously contemplate war again. The bloody twentieth century to come would prove such sentiments sadly naïve, but it was a nice thought while it lasted. (Internet idealists would of course be slowly and painfully disabused of much the same sentiments a century later; human technology, it seems, cannot so easily overcome human nature.)

By the time the century turned, the machines and men who had created this revolution in communications were mostly gone.

The Great Eastern, that colossal white elephant that had finally found a purpose with the laying of the first transatlantic cables, continued in its new role for some time thereafter, laying three further cables across the Atlantic and still more of them in the Indian Ocean, the Pacific, and the Mediterranean. But its new career was ended by the completion of the CS Faraday, the first ship designed from the hull up for the purpose, in 1874; this vessel could lay cables far cheaper and more efficiently. Cast adrift on the waters of life once more with no clear purpose, the Great Eastern spent some time as a floating concert hall and tourist attraction, even at one point became a mobile billboard sailing up and down the Mersey River. Its glory days now a distant memory, the rusting hulk was sold for scrap in 1888.

[image: ]The Great Eastern near the end of its days, when it was reduced to serving as a floating billboard for Lewis’s department stores.


Charles Bright died the same year at age 55, after a high-profile public career as a proponent of electrical technology in all its forms and a three-year stint in the House of Commons.

William Thomson was blessed with a longer, even more spectacular career that encompassed a diverse variety of achievements in the theoretical and applied sciences, from atomic physics to geology, as well as five years spent as the president of the Royal Society. In 1891, Queen Victoria ennobled him, making him Lord Kelvin, after the river that flowed through the University of Glasgow where he taught and researched. He didn’t die until 1907 at age 83, whereupon he was given a funeral in Westminster Abbey commensurate with his status as the grand old man of British science. A system for measuring temperature on an absolute thermodynamic scale, which he had first begun working on well before the transatlantic cable, became known after his death as “the kelvin scale” by the universal consensus of the international scientific community.

His erstwhile arch-rival Wildman Whitehouse, on the other hand, shrank from public life after it became clear to everyone that he had been wrong and Thomson had been right about the best design for the first Atlantic cable. When Whitehouse died in 1890 at age 73, the event went entirely unremarked.

Cyrus Field was made richer than ever for a while by the transatlantic telegraph. He splashed his millions around Wall Street both in the hope of making more millions and out of that spirit of idealism that was such an indelible part of the man’s character. For example, he funded much of the construction of New York City’s “El” lines of elevated trains, the precursor to its current subway system, by all indications out of a simple conviction that the people of the city deserved better than “crowded to suffocation” streetcars. Prone as he was to prioritize his ideals over his pocketbook, he gradually fell back out of the first rank of Gilded Age money men. He died in 1892 at age 72, whereupon he was buried behind the family church in Stockbridge, Massachusetts. His unremarkable gravestone bears an epitaph that is as straightforward as the man himself:

Cyrus West Field, to whose courage, energy, and perseverance the world owes the Atlantic telegraph.


[image: ]

Samuel Morse, that brilliant but deeply flawed original motivating force behind the telegraph, left behind a more mixed legacy. Even as Field had been struggling to make the transatlantic telegraph a reality, Morse had taken to occupying himself mostly with litigation of one form or another; cases brought by him reached the Supreme Court on no fewer than fifteen separate occasions. When Morse died in 1872 at the age of 80, his private reputation inside a telegraph industry that publicly eulogized him wasn’t much better than that of the typical patent troll of today, thanks to his meanness about payments and credit. Thankfully, his telegraph patents had expired eleven years earlier, which had served to draw the worst of his venom. Morse’s design for the telegraph itself as well as for the Morse key and Morse Code had thus been freed to take on a life of their own independent of their inventor, as all important inventions eventually must.



 

In addition to changing the world in the here and now, those same inventions paved the way for the next stage in the evolution of the global village. What that stage might entail had begun to show itself already one day in May of 1846, when the telegraph in service was still a curiosity and the idea of a transatlantic telegraph still a pipe dream. On the day in question, Joseph Henry — the most respected American theoretical scientist of telegraphy, whose advocacy had been so crucial for winning support for Morse’s design — happened to be visiting Philadelphia, where he was invited to witness a mechanical “speaking figure” created by a German immigrant named Joseph Faber. The automaton could, it was claimed, literally speak in recognizable English. Henry always took a certain ironic pleasure in revealing the fraud behind inventions that seemed too good to be true, a species to which he surely must have suspected Faber’s speaking figure to belong. But what he saw and heard that day instead thrilled him in a different way.

The astute German’s contraption took the physical form of a Turkish-looking boy sitting crossed-legged on a table. Faber made it “talk” by forcing air through a mechanical replica of the human mouth, tongue, glottis, and larynx, which could be reconfigured on the fly to produce any of sixteen elementary sounds. By “playing” it on a repurposed organ keyboard, Faber could indeed bring his puppet to produce labored but basically comprehensible English speech. Joseph Henry was entranced — not so much by the puppet itself, which he rightly judged to be no more nor less than a clever parlor trick, but by the potential of combining mechanical speech with telegraphy. “The keys,” he noted, “could be worked by means of electromagnets, and with a little contrivance, not difficult to execute, words might be spoken at one end of the telegraph line which had their origin at the other.” It was the world’s first documented inkling of the possibility of a telephone — a tool for “distant speaking,” as opposed to the “distant writing” of the telegraph. That tool, when it came, would transmit the speech of real humans rather than a synthetic version of it, but Henry’s words were nonetheless prescient.

Many of the others who saw Faber’s automaton were less thrilled. The very idea of the human voice being reproduced mechanically had an occult aura about it in the mid-nineteenth century. It thus comes as little surprise that the legendary showman and conman P.T. Barnum, who specialized in all things uncanny and disturbing, recruited Faber and his artificial boy for one of his traveling exhibitions. In this capacity, the two made their way across the Atlantic to London’s Egyptian Hall. The description provided by one witness who saw them there sounds almost like an extract from a macabre tale by Edgar Allan Poe or H.P. Lovecraft:

The exhibitor, Professor Faber, was a sad-faced man, dressed in respectable well-worn clothes that were soiled by contact with tools, wood, and machinery. The room looked like a laboratory and workshop, which it was. The professor was not too clean, and his hair and beard sadly wanted the attention of a barber. I had no doubt that he slept in the same room as the figure — his scientific Frankenstein monster — and I felt the secret influence of an idea that the two were destined to live and die together. The professor, with a slight German accent, put his wonderful toy in motion. He explained its action: it was not necessary to prove the absence of deception. The keyboard, touched by the professor, produced words which slowly and deliberately in a hoarse sepulchral voice came from the mouth of the figure, as if from the depths of a tomb. It wanted little imagination to make the very few visitors believe that the figure contained an imprisoned human — or half human — being, bound to speak slowly when tormented by the unseen power outside.

As a crowning display, the head sang a sepulchral version of “God Save the Queen,” which suggested inevitably God save the inventor. This extraordinary effect was achieved by the professor working two keyboards — one for the words and one for the music. Never probably before or since has the national anthem been so sung. Sadder and wiser, I and the few visitors crept slowly from the place, leaving the professor with his one and only treasure — his child of infinite labour and unmeasurable sorrow.


[image: ]Joseph Faber with his “Euphonia,” or speaking machine.


Alas, Joseph Faber met a fate worthy of an Edgar Allan Poe protagonist. Exploited and underpaid like all of P.T. Barnum’s entourage of curiosities, he committed suicide in 1850 on the squalid streets of London’s East End.

Before he did so, however, there came to his room in the Egyptian Hall one open-minded visitor who was more fascinated than appalled by the performance: a Scottish phonetician named Alexander Melville Bell, who had spent most of his life studying the mechanisms of speech in the cause of teaching the deaf to communicate with the hearing. This man’s son, who was still in the womb when his father saw Faber’s automation, would go on to create a different form of mechanical speech, making his family name virtually synonymous with the telephone.



[image: ]The young Alexander Graham Bell.


Alec is a good fellow and, I have no doubt, will make an excellent husband. He is hot-headed but warm-hearted — sentimental, dreamy, and self-absorbed, but sincere and unselfish. He is ambitious to a fault, and is apt to let enthusiasm run away with judgment. I have told you all the faults I know in him, and this catalogue is wonderfully short.

— Gardiner Greene Hubbard, writing to his daughter Mabel on the subject of Alexander Graham Bell



When a 23-year-old Alexander Graham Bell fetched up on North American shores from his hometown of Edinburgh on August 1, 1870, he resembled a sullen, lovesick adolescent more than a brilliant inventor. Earlier that year, his elder brother had died of tuberculosis. Devastated by grief, disappointed at the cool reception his techniques for teaching the deaf to read lips and to enunciate understandable speech in return had garnered in Britain, his father Alexander Melville had opted for a fresh start in Canada. The younger Alexander had initially agreed to join his father, mother, and widowed sister-in-law in the adventure, but almost immediately regretted it, thanks not least to a girl in Edinburgh whom he hoped to marry. But his pointed hints about his change of heart availed him nothing; his father didn’t let him off from his promise. On the passage over, young Alexander filled his journal with petulant musings about how “a man’s own judgment should be the final appeal in all that relates to himself. Many men do this or that because someone else has thought it right.”

But he wasn’t a malcontent by nature, and he soon made the best of things in the New World. Like his father, he would always consider his true life’s calling to be improving the plight of the deaf. Their dedication had a common source: Eliza Bell, Alexander Graham Bell’s mother, was herself so hard of hearing as to be effectively deaf. In April of 1871, her son became a teacher at the School for Deaf Mutes in Boston. A kindly, generous man at bottom, he approached his work there with an altruistic zeal. “My feelings and sympathies are every day more and more aroused,” he wrote home to his family. “It makes my very heart ache to see the difficulties the little children have to contend with.”

He wasn’t just empathetic; he was also effective. By combining instruction in elocution and lip-reading with sign language, he did wonders for many of his students’ ability to engage with the hearing world around them. He wrote articles for prestigious journals, and earned the reputation of something of a miracle worker among the wealthy families of New England, who clamored to employ him as a private tutor for their hearing-impaired children.

Worthy though Bell’s work as a teacher of the deaf was, it would seem to be far removed from the telegraph and other marvels of the burgeoning new Age of Electricity. But there was another side to Alexander Graham Bell. His interest in elocution in the abstract had led from an early age to an interest in the biological mechanisms of human speech, and possible ways of artificially reproducing them. When he was just sixteen, he and his now-deceased brother had made a crude duplicate of a human soft palate and tongue out of wood, rubber, and cotton; by manipulating it in just the right way whilst blowing through an attached tube, they could get it to say a few simple words like “Mama.” One day when they were playing with it on the stairwell outside the family apartment, a neighbor poked her head out to see “what was wrong with the baby”; they viewed this as a triumph. Now the boys’ focus shifted to the family dog. They trained it to growl on cue while they manipulated the poor, patient animal’s mouth and throat — and out came some semi-recognizable facsimile of, “How are you, grandmama?”

Needless to say, the young Alexander had listened to his father’s stories of Joseph Faber’s talking automaton with rapt attention. Another phonetician told him that another German scientist and inventor by the name of Hermann von Helmholtz had recently written a book on the possibility of synthetic speech. It explained how vowel sounds could be generated by passing electrical currents through different combinations of tuning forks. The operator sat behind a keyboard not dissimilar to the one used by Faber, and like him pressed different combinations of keys to make different sounds; the big difference was that, while Faber’s puppet was powered by compressed air, Helmholtz’s gadget was entirely electrical. But Bell didn’t read German, and so could do little more than look at the diagrams of Helmholtz’s device that were included in the book. This led to an important misunderstanding: whereas in reality each tuning fork was connected to the master keyboard via its own wire, Bell thought that one wire passed through all of the forks, and that it was the characteristics of the current on that wire — more specifically, its frequency — that caused some of them to ring out while others remained silent. “The notion was entirely mistaken,” writes the historian of telephony John Brooks, “but the mistake was an accident of destiny.”

Bell’s destiny became manifest on October 18, 1872, when he opened a Boston newspaper to see an article about the “duplex telegraphy” system of a local man named Joseph B. Stearns. An important advance in the state of the art of electrical communication in its own right, duplex telegraphy allowed one to send separate messages simultaneously in opposite directions along a single telegraph wire. In a world where telegraph congestion was becoming a major issue, this was a more than significant gain in efficiency. Being quite fast and cheap to retro-fit onto existing telegraph lines in busy areas, Stearns’s system would soon become commonplace. But already other inventors were beginning to think about how to go even farther, how to send even more messages simultaneously down a single wire. Oddly enough, Alexander Graham Bell, teacher of the deaf, became one of these.

[image: ]Joseph Stearns’s ingenious system for duplex telegraphy, which inspired Alexander Graham Bell’s initial investigations in the field. B in the diagram above is an iron bar. The wire running from the local battery (b) is split in two. Both of these wires are wound around the bar, but only wire 1 goes on to connect with the station at the other end of the line; wire 2 runs directly to ground. An electromagnetic switch is connected to the bar at N, and to the other side of this switch is connected the receiving apparatus. Because a locally generated signal passes evenly through the bar, the bar does not become magnetically unbalanced, and thus does not activate this switch. But a signal originating from the other station passes through only half of the bar, magnetizing it and tripping the switch, which allows the signal to go on to the receiving apparatus.


Bell’s idea was to pass the signal from each of several Morse keys attached to a single wire through a device known as a rheotome, which interrupted the flow of an electrical current at a user-adjustable speed, causing it to “vibrate” at a distinct frequency — akin to a distinct pitch when thought of in acoustic terms, as Bell most assuredly did. At the far end of the line would be a set of steel reeds attuned to each of these frequencies via tension screws, so that they would resonate and become magnetized only when their matching frequency reached them. These reeds, in combination with electromagnetic switches which they would trigger, would serve to sort out all of the different frequencies coming down the same wire, matching each Morse key at the sending end with the appropriate receiver by means of its unique electro-acoustic thumbprint. By the end of 1873, however, Bell had gotten only as far as being able to produce audible, simultaneous tones on his receiving reeds by pressing different Morse keys; he had done little more than duplicate the functionality of Hermann von Helmholtz’s vowel-speaking machine, albeit by wiring his reeds serially rather than in parallel like Helmholtz’s tuning forks.

Nevertheless, in January of 1874 Bell, still a loyal Briton despite his residency in the United States, wrote to the British Superintendent of Telegraphs explaining that he believed himself to be on the verge of an important breakthrough in the emerging field of multiplex telegraphy, one which he wished to offer to Her Majesty’s government free of charge. The reply was coldly impersonal, not to say disinterested: “If you will submit your invention it will be considered, on the understanding, however, that the department is not bound to secrecy in the matter, nor to indemnify you for any loss or expense you may incur in the furtherance of your object, and that in the event of your method of telegraphy appearing to be both original and useful, all questions of remuneration shall rest entirely with the postmaster-general.” Bell understandably took this as “almost a personal affront,” and decided to turn to private industry in the United States instead. The whole incident thus became another of those hidden, fateful linchpins of history. In so rudely rejecting its citizen inventor, the British government ensured that the telephone, like the telegraph before it, would go down in history as a product of the American can-do spirit.

Then again, the British government’s skepticism about this amateur inventor working so far outside of his usual field would scarcely have been questioned by any reasonable person at the time. Bell was not deeply versed in the vagaries of electricity, and his progress always seemed to be a matter of two steps forward, one step back — or the inverse.

Still, his experiments were intriguing enough that he attracted a pair of patrons, both of whose deaf children he had taught. Thomas Sanders was a wealthy leather merchant, while Gardiner Greene Hubbard was a prominent lawyer and public-spirited scion of old Boston wealth. Of the two, Hubbard would take the more active role, becoming at some times a vital source of moral support for Bell and at others a vexing micromanager. Their relationship was further complicated by the fact that Bell was desperately in love with Hubbard’s deaf daughter — and his own former student — Mabel.

Sanders and Hubbard joined their charge in forming the Bell Patent Association. They provided him with his first proper workshop and hired a part-time assistant to join him, a young machinist named Thomas A. Watson. Bell and Watson became fast friends despite their differences in socioeconomic status, their rapport taking on something of the flavor of another famous pairing which involves the name of Watson; instead of “Elementary, my dear Watson,” Bell’s catchphrase became, “Watson, we are on the verge of a great discovery!” And yet their demonstrable progress remained damnably slow. Even with the help of his assistant, who had many of the practical skills he lacked, Bell just couldn’t seem to get his “harmonic telegraph” to work reliably.

Everyone involved was keenly aware that Bell was not the only person in hot pursuit of further advances in multiplex telegraphy. Among his competition were the distinguished electrical engineer Elisha Gray, co-founder of a company known as Western Union that had come to dominate virtually all American telegraphy, and a young whiz kid named Thomas Edison. Bell was in a race, one that he felt himself to be losing to these men of vastly greater experimental know-how, who lived and breathed electric current in a way that he never would. Trying to keep up nearly killed him; he was still spending his days teaching the deaf students he couldn’t bear to abandon, even as he spent every evening in his laboratory.

From the perspective of today, it may seem that Bell was missing the forest for the trees as he continued to fashion ever more baroque devices for combining and then separating signals of different frequencies running down the same wire. He understood well that an electrical waveform could theoretically be made into an exact duplicate of a sound wave; all of his work was contingent on the similarities between the two. Yet it took him a long time to fully embrace a goal which seems obvious to us: that of transmitting sound electronically as a purpose unto itself, a revolutionary advance to which any potential incremental advances in multiplex telegraphy couldn’t hold a candle.

There was one central problem which prevented Bell from making that leap: he knew how to create an electronic waveform that captured only half of the data encoded by a sound wave in the real world. His circuits were all powered by an external battery, providing direct current at a fixed amplitude. He could vary the frequency of this current using a rheotome, but he had no way of changing its amplitude. In other words, he could transmit a sound’s pitch (or frequency) but not its volume (or amplitude). This meant that he could mimic uniform tones in electric current, but not the complexities of, say, human speech.

[image: ]Using a rheotone, Bell could transmit uniform sounds of low (left) or high (right) pitch.


[image: ]He couldn’t, however, transmit a more complex waveform like the one above.


June 2, 1875, was a miserably hot day in Boston. Bell and Watson were working in a rather desultory fashion on their harmonic telegraph in their cramped laboratory; their progress of late had been as slow as ever. Bell was on the sending end in one room, Watson on the receiving end in the other, and, as usual, the thing wasn’t working correctly; one reed on the receiving end stubbornly refused to sound. So, they shut down the battery, and Watson started plucking the recalcitrant reed to make sure it was free to move as it should.

Because the system would need to be able to send messages in both directions, it was equipped with both rheotomes and receiving reeds on each of its ends. But, because they weren’t in use at the moment, the reeds on Bell’s end had been left untuned. And it was these latter that now gave Alexander Graham Bell one of the shocks of his life: he found that he could see and faintly hear the reeds on his side vibrate in time with Watson’s plucking, even with no power flowing through the circuit. He realized that a residual magnetism in Watson’s reed must be creating a faint electrical signal of its own on the wire. And, crucially, this signal varied not just in pitch but in amplitude. It seemed that one counterintuitive trick to sending sound down a wire was to remove the amplitude-obscuring battery from the circuit entirely. “I have accidentally made a discovery of the greatest importance,” Bell wrote in a letter to Hubbard. “I have succeeded today in transmitting signals without any battery whatsoever!” The harmonic telegraph was momentarily forgotten in favor of this new possibility.

Bell sketched for Watson a design that used identical devices on each end of a wire for both sending and receiving the spoken word. They consisted of a single untuned metal reed, an electromagnet, and a thin diaphragm. If one spoke into one of them shortly after power had been supplied to the wire — i..e, when the electromagnets still retained some residual magnetism — the resulting vibrations of the diaphragm ought to induce a very faint electrical signal of the same character as the sound wave that had caused the vibration. At the other end of the wire, this signal would be translated back into sound when it caused the reed to vibrate.

[image: ]Alexander Graham Bell’s very first attempt at a telephone, using unpowered magnetic induction. It was later given the rather morbid nickname of the “gallows telephone,” after its resemblance to an execution gallows when turned on end.


Experts who have looked at the design since have concluded that it is workable in principle. In practice, however, it stubbornly refused to function properly. Bell and Watson just couldn’t seem to get the fine-tuning right, could get it to transmit some form of sound but not comprehensible speech. The Achilles heel of the “magnetic induction” method of sound transmission was the vanishing faintness of the signals it produced. Even under perfect conditions, a human voice could reach the other end of a wire as the barest whisper, audible only to a person with very keen hearing — and the slightest technical infelicity would mean it couldn’t even manage that much.

Faced with this latest setback, and with his harmonic telegraph also seemingly going nowhere, Alexander Graham Bell came very close to giving up on electrical invention altogether. He and Watson were both utterly frazzled, having worked themselves to the bone in recent months. Gardiner Hubbard remained enthusiastic about telegraphy, but was less interested in telephony, and didn’t hesitate to tell Bell this. Bell himself now believed that his harmonic telegraph stood little chance against its competition even if he could get it working — by now Thomas Edison had already patented a design for a telegraph capable of sending four messages simultaneously down the same wire — but he hesitated to say as much to his prospective father-in-law. Instead he prevaricated, devoting more time and energy once again to his teaching. Needless to say, this too displeased Hubbard. “I have been sorry to see how little interest you seem to take in telegraph matters,” he wrote to Bell that fall. “Your whole course has been a very great disappointment to me, and a sore trial.” What Bell and Hubbard didn’t know, but would doubtless have been even more consternated to learn, was that Elisha Gray had also turned away from multiplex telegraphy in the wake of Edison’s patent and begun pursuing the possibility of telephony.

What time Bell did spend on his electrical pursuits during the second half of 1875 was largely devoted to preparing a patent application for his inventions, even though none of them quite worked yet. Hubbard helped him to file it, on February 14, 1876. Incredibly, just a few hours later on that same day Gray filed a “caveat” — a claim of primacy submitted before a formal patent application — detailing his plans for a “speaking telephone.” Had the order been reversed, the history of the telephone in service might have gone much differently, with the name of “Gray” replacing that of “Bell” in the annals of invention.

But as it was, Bell’s own patent application, which was approved on March 7, 1876, would go on to become one of the most valuable and controversial in American history. To say it buries the lede is an understatement: rather than Gray’s speaking telephone, it promises only “improvements in telegraphy,” never even using the word “telephone.” And rather than the transmission of intelligible speech, it promises only the transmission of “vocal or other sounds” — which was accurate enough, considering that this was all that Bell and Watson had managed to date by even the most generous possible interpretation.

Still, the patent filing did reinvigorate the young inventor and his assistant: they returned to their laboratory and began working in earnest again. The day after his patent was approved, Bell was futzing about alone when he did something that seems almost inexplicable on the face of it, being out of keeping with all of his experiments to date. First he attached a battery to a wire. He then split one end of the wire into two leads, running one of them to a tuning fork and dropping the other into a dish of water. At the other end of the wire he attached one of his metal reeds, but left it untuned so that it would vibrate freely in response to any signal. He tapped the tuning fork to make it vibrate and dipped one of its arms into the dish of water, whereupon he was rewarded with a “faint sound” from the reed. Excited now, he added some sulfuric acid to the water to make it a better conductor, then repeated the experiment. Sure enough, the sound from the reed got louder. He attached the lead in the water to a submerged ribbon of brass, and the sound got louder still.

What was happening here? The liquid in the dish and the metal of the tuning fork both being conductive, they were serving to bridge the two leads, allowing the current from the battery to flow between them. But the vibrations of the tuning fork were varying the resistance of the circuit, which in turn varied the frequency and amplitude of the current flowing along it. This “variable resistance” method of transmitting a sound wave was far superior to the unpowered magnetic induction Bell had been relying on earlier, which had been able to create the merest trace of a signal on the line. This signal, by contrast, was stronger to begin with, and could be further amplified to whatever extent one desired simply by using more and/or larger batteries. It was the great breakthrough on the road to a practical, usable telephone. Bell immediately went in search of Watson.

Two days later, all was in readiness for the pivotal test. Watson, who had by now taken on a recording function for the duo’s adventures not that far removed from his literary namesake, describes the scene:

I had made Bell a new transmitter, in which a wire, attached to a diaphragm, touched acidulated water contained in a metal cup, both included in a circuit through the battery and receiving telephone. The depth of the wire in the acid and consequently the resistance of the circuit was varied as the voice made the diaphragm vibrate, which made the galvanic current undulate in speech form.


At the other end of the wire was of course an untuned metal reed, waiting to receive whatever electrical signal came down the wire and turn it back into sound waves.

[image: ]Bell’s crude sketch of his first “liquid transmitter” telephone.


Bell took his spot at the transmitting station, while Watson went to the receiving station behind a closed door in the adjacent room. And then Watson heard the canonical first words ever spoken into a working telephone: “Mr. Watson, come here. I want to see you.”

I rushed into his room and found he had upset the acid of a battery over his clothes. He forgot the accident in the joy of his new transmitter when I told him how plainly I had heard his words.


The two men spent hours running between the rooms testing out their contraption, which did indeed work — not perfectly, mind you, but vastly more reliably than anything they had created to date. In an inadvertent homage to poor Joseph Faber, Bell concluded the evening’s festivities by singing “God Save the Queen” into the wire. “This is a great day with me,” he wrote. “I feel that I have at last struck the solution of a great problem — and the day is coming when telegraph [sic] wires will be laid on to houses just like water or gas — and friends converse with each other without leaving home.” The words were prescient. Alexander Graham Bell, elocutionist and teacher of the deaf, working alone except for one talented assistant, had invented the telephone before anyone else.

Or had he?

In the very near future, individuals and courts would come to speculate endlessly about where the sudden burst of insight that a sound wave could be transmitted on a powered wire by varying the circuit’s resistance had actually come from. The possibility is mentioned in Bell’s patent application, but only as a last-minute, hand-scrawled notation in the margin. Elisha Gray’s patent caveat, by contrast, includes not only the principle but a detailed description of how a transmitter very similar to the one Bell employed might be made, right down to a diaphragm with a lead dangling into a dish of acidulated water. Bell himself wrote in a letter to his father that he had become friendly with the clerk who had accepted both documents, and continued to talk with him regularly while his own patent was going through the approval process. Did the clerk let slip these details of Gray’s design, or possibly even allow Bell to look at the document itself? Did he let Bell add that crucial note to the margin of his own patent application after its submission? (Bell did later acknowledge that he was allowed to “clarify” some other terms that the patent office deemed too vague in the first draft.) All of these things would soon be insinuated in court.

[image: ]Elisha Gray, the man who some insist deserves at least equal credit with Alexander Graham Bell for the invention of the telephone.


Alexander Graham Bell’s personal papers did provide some exculpatory evidence after they were donated to the Library of Congress in 1976. Bell’s notes show that he was thinking about the potential of using variable resistance to transmit sound as early as May 4, 1875, and even conducted some experiments in that direction shortly thereafter. Likewise, he did tinker with “liquid transmitters” from time to time prior to that fateful date of March 8, 1876. Still, he never thought to combine a transmitter using acidulated water with the principle of variable resistance until suspiciously close to the moment that Elisha Gray submitted a detailed plan for doing so to a man with whom Bell later had several fairly long conversations. The evidence is highly circumstantial, to be sure, but is no less hard to discount entirely for that. Historians have combed through all of the relevant papers thoroughly without finding any more definitive smoking gun pointing one way or the other. It seems that the truth of the matter will never be known with complete certainty.

On the other hand, if we judge that the credit for an invention should go to the first person to make a working version of it, full stop, then we can comfortably declare Alexander Graham Bell to be the inventor of the telephone; there is no suggestion that Gray actually built the telephone he designed on paper prior to Bell’s first successful test on March 10, 1876. The whole controversy serves to remind us that any remotely modern technology is a mishmash of ideas and discoveries, and the order and primacy of the whole is not always as clear as we might wish.

At any rate, the telephone was now a reality. And now that it was invented, it needed to be put into service.

(Sources: the books The Victorian Internet by Tom Standage, Power Struggles: Scientific Authority and the Creation of Practical Electricity Before Edison by Michael B. Schiffer, Lightning Man: The Accursed Life of Samuel F.B. Morse by Kenneth Silverman, A Thread across the Ocean: The Heroic Story of the Transatlantic Telegraph by John Steele Gordon, The Story of the Atlantic Telegraph by Henry M. Field, Alexander Graham Bell and the Conquest of Solitude by Robert V. Bruce, Alexander Graham Bell: The Life and Times of the Man Who Invented the Telephone by Edwin S. Grosvenor, Reluctant Genius: Alexander Graham Bell and the Passion for Invention by Charlotte Gray, Telephone: The First Hundred Years by John Brooks, and American Telegraphy and Encyclopedia of the Telegraph by William Maver, Jr. Online sources include History of the Atlantic Cable & Undersea Communications and “Joseph Faber and the Euphonia Talking Device” at History Computer.)
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				Somebody wouldn’t agree, I guess.

https://en.wikipedia.org/wiki/Antonio_Meucci

By the way thanks for your encyclopedic work, I really appreciate it.
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				Typical american approach: taking innovative ideas from Europeans and telling they were created by yankees…

https://en.wikipedia.org/wiki/Antonio_Meucci#Invention_of_the_telephone

Give credits to some other telephone pioneers, as well:

https://en.wikipedia.org/wiki/Charles_Bourseul
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				Thoroughly enjoying this series of articles!
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				Minor nitpick: “and a young whizz kid named Thomas Edison” should be whiz with one Z. A whizz kid would be doing something else.

Great work on this series, by the way.
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				“after his death by the universal consensus of the international scientific community”

I don’t know if this wants a comma or what, but it sounds like an incredible spin on the “Murder on the Orient Express” twist.
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				Ah, I see how you read that… Thanks!
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				We’ve come a long way since Getting Lamps and Hunting Wumpus… still enjoying the ride.
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				“Never since has the electrical link between the two continents been severed.”

All current (and presumably future) transatlantic cables use optical fiber instead of electric wire, so “electrical” isn’t the right word.
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				While the data travels as photons in fiber, submarine optical cables also contain an electrical cable (typically very high voltage DC). Light can only make so far in glass, and so all current long cables contain repeaters at steady intervals, and they need to be powered.

Interestingly, this might actually change in the reasonably near future. ZBLAN fiber manufactured in microgravity can be clear enough that you can push the same signal across an ocean without using any repeaters. This is often considered one of the very few candidate products that can only be manufactured in orbit, and which would be sufficiently valuable to make setting up orbital manufacturing worth it.
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				I was a bit confused when I read the first long quotation starting with “Every morning, as Mr. Field went to his office”. Is this Henry Field talking about himself in the third person?

Also, on a purely stylistic note, I noticed the word “stint” twice in two consecutive sentences; maybe one could be rephrased.
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				He’s talking about Cyrus Field. Added an emendation to reflect that. Thanks!
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				Serious question. So when did the classic two cans and a string ‘telephone’ come from?
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				Mid 1600s is when the device is first described. Purely acoustic devices of this sort were tinkered with for a very long time before the invention of the electronic telephone, and were quite common by the 19th century. 

This is one of the big areas where Meucci’s claim to the telephone runs aground – it is certain that he built multiple acoustic speaking devices that may have had an electrical component, but it is far from certain that he made the leap to a full-electric system before Bell did.
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				What a plot twist to realise William Thomson was Lord Kelvin. Fantastic.

And a terrific side quest, this “victorian Internet” thing. Keep it up!
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				I’m also enjoying these adventures in communications.

I find the switch between currencies jarring in these passages. It makes them hard to compare:

“rather staggering £1 or $7.50 per word, at a time when a skilled craftsman’s weekly wage might be around $10.”

“a slightly more manageable $1 per word; by 1892, the price was down to 25¢ per word”

Perhaps you could convert all of them to one currency (in the same year) for the sake of comparison?
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				If the exchange rates remained constant that would make sense but as the pound to dollar exchange rate has changed significantly,  one value (either one) would make little sense for users of the other currency.
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				I disagree with this (converting currency).  The reason is that it’s not really a simple relationship; the exchange rate between £ and $ has radically changed over time, and inflation is not just a simple thing of “all prices rise at the same time”.  See eg https://fullstackeconomics.com/why-agatha-christie-could-afford-a-maid-and-a-nanny-but-not-a-car/ for an article that has been going around recently that perfectly illustrates this.  The original prices have context which would be lost.

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 5: Selling the Telephone

				March 4, 2022
			

Our history textbooks tell us that Alexander Graham Bell and his assistant Thomas A. Watson built and tested the world’s first working telephone on March 10, 1876. This statement is, broadly speaking, correct. Yet it can obscure what a crude instrument that first telephone really was, with its one end terminating in a tuning fork dunked in a bowl of pungent liquid, its other in a metal reed that functioned as the most rudimentary imaginable form of speaker. The device was unidirectional, which made holding an actual conversation over it an impossibility. If you breathed in when you leaned down to talk into the transmitting diaphragm, you would be rewarded with a lungful of fumes and a coughing fit. And as you used the telephone an ugly black deposit on the exposed wire in the bowl gradually ruined the connection, unless and until you scraped the toxic gunk away with a knife. The whole contraption looked and acted more like something from Dr. Frankenstein’s laboratory than a tool of modern communications.

Certainly Gardiner Greene Hubbard was thoroughly unimpressed with what he saw when he visited his protege’s workshop on March 13: he “seemed rather skeptical,” according to Bell’s laconic diary entry. Even now the telephone continued to strike him as a pointless distraction from the lucrative field of telegraphy. Seeing that they had probably lost the race to create a viable multiplex telegraph that improved on Joseph B. Stearns’s duplex design, Hubbard and Bell had recently agreed to pivot to what they called an “autograph” telegraph, which smacks of nothing so much as the fax machines of our own recent past. In an inadvertent echo of Samuel Morse’s original conception of the telegraph as a sort of electronic printing press, the autograph telegraph would allow an entire document to be “typeset” electronically and sent down the wire, using multiplexing to increase the transmission speed. To be sure, the idea was visionary in its way, but it was also most likely unachievable in the context of 1876, especially by one of Bell’s modest technical skills. At any rate, progress on it had been painfully slow. Yet Hubbard’s heart remained set on it.

Hubbard wrote to Bell shortly after his visit that he should devote himself exclusively to the autograph telegraph: “If you would work steadily on one thing [emphasis original] until you had perfected it, you would soon make it a success. While you are flying from one thing to another you may accidentally accomplish something, but you probably will never perfect anything.” Then he brought out his big gun: he persuaded his daughter Mabel to write to the lovelorn Bell that she could never think of marrying him until he had honored his agreement with her father to create the autograph telegraph. Bell was devastated. “I want to marry you, darling, because I love you,” he wrote in reply. “I wish to feel that you would marry me for the same reason.”

The ruthless pressure Hubbard was applying wasn’t quite enough to get Bell to abandon telephony altogether. But, not knowing how to package up his variable-resistance transmitter in some way that didn’t involve a lung-scalding bowl of acidulated water, he did lose faith on that front, returning to his older researches into the possibilities of unpowered magnetic-induction transmission. Within weeks, he and Watson had built a magnetic-induction telephone that could also transmit intelligible speech. Continuing with this method, which required no messy bowls of acidulated water and easily permitted a bi-directional conversation over a single wire, struck him as the most reasonable way forward. Bell would spend the rest of his fairly brief-lived career as an inventor in the fields of telegraphy and telephony chasing down the blind alleys of the autograph telegraph and the magnetic-induction telephone, never returning to his stroke of genius of March 10, 1876.



[image: ]Much of the 1876 Philadelphia World’s Fair was devoted to the wonders of technology. Here we see the Machinery Hall, where a colossal Corliss steam engine dwarfs the full-size locomotives lined up in front of it. The telephone, the most important of all the technologies to make their debut at the fair, was seen only by a select few and attracted little press attention at the time.


The period between the American Civil War and World War II was the heyday of the World’s Fairs, international exhibitions of science, invention, and industry on a lavish scale. The very first World’s Fair to be held in the United States took place from May 10 to November 10 of 1876. It was presented in honor of the nation’s centennial in Philadelphia, the city where the Declaration of Independence had been signed. Hubbard used his connections to secure Bell a slot at a by-invitation-only demonstration of the latest techniques in telegraphy, which was to take place on June 25.

The day in question proved a brutally hot one; the air inside the temporary auditorium that had been erected on the fairgrounds was stifling. With no commercial record and no name recognition, the Bell Patent Association was relegated to the very last presentation of a long program of them. By the time Alexander Graham Bell took the stage, following such men of distinction as Elisha Gray, the audience of scientific, business, and political luminaries — among them was none other than William Thomson, the principal technical architect of the first transatlantic telegraph cable — was positively lethargic. While 2000 miles to the west Lieutenant Colonel George Custer was launching his ill-fated attack at Little Big Horn, Bell droned on about multiplex telegraphy and the autograph telegraph to a bored audience who had already heard enough of that sort of thing on this day. Then, just before he finished, he said that he would like to demonstrate another invention that was still “in embryo.”

Showing a flair for showmanship which his presentation to this point had never so much as hinted at, Bell invited Thomson to join him onstage, seating him before a table on which lay something that looked for all the world like a useless lump of iron. He told his august guinea pig to press the lump to his ear, then ran to a room behind the stage where its twin lay hidden. He began to declaim into it the famous soliloquy from Hamlet — “To be or not to be, that is the question” — in his dulcet Scottish brogue, itself a tribute to his family’s tradition of research in elocution. Onstage, Thomson’s face lit up in astonishment. Forgetting himself completely in the moment, the distinguished scientist jumped up and ran off like a schoolboy in search of Bell, leaving the audience perplexed as to what was going on here.

Bell’s next guinea pig made it clear to everyone. Emperor Pedro II of Brazil was something of a celebrity throughout the Americas, a portly, jolly man who looked and acted rather like Santa Claus, whose down-to-earth humanity belied his majestic station. “Dom Pedro,” as he was known, pushed the lump ever tighter to his ear and screwed up his face in concentration. Then he leaped up from his seat. “I hear! I hear!” he shouted in his broken English. Then, in Portuguese: “My God! It talks!” The room erupted in pandemonium. Forgetting about the heat and the long day stretching up to this point, the audience detained Bell for hours; every single one of them insisted on having his own chance to try out Bell’s magical telephone. The reaction finally convinced Hubbard that it was the telephone rather than Bell’s experiments in telegraphy that could make them both a fortune. He forgot everything he had ever said about his protege’s misplaced priorities. From this day forward, it would be full speed ahead on the telephone alone.

When he returned home to Britain, William Thomson said that the telephone had been the “most wonderful thing” he had seen at the Centennial Exhibition. Still not grasping that Bell’s invention was so revolutionary as to deserve a name of its own, he called it “the greatest marvel hitherto achieved by the electric telegraph,” noting as well that it had been “obtained by appliances of quite a homespun and rudimentary character.” (“I have never quite forgiven Sir William for that last sentence,” Thomas Watson would later remark with a wink.) But the public at large was slower to catch on, largely because not a single member of the mainstream press had attended the telephone’s coming-out party; journalists had all assumed that the day would contain nothing but incremental, fairly plebeian improvements on the existing technologies of telegraphy, interesting for those in the trade no doubt but hardly riveting for the general reader.

Still, word that something kind of amazing was afoot did slowly begin to spread. On August 3, Hubbard arranged to borrow a five-mile stretch of existing telegraph line connecting the towns of Mount Pleasant and Brantford in Ontario, and Bell conducted the first demonstration of his telephone to use outdoor wires that crossed a non-trivial distance. On October 9, again using a borrowed telegraph line, Bell and Watson had the first two-way conversation at a distance, speaking across the Charles River that separates Boston from Cambridge. On November 27, they communicated over the sixteen miles that separate Boston from Salem; they were able to extend the range this far by shifting from electromagnetic transmitters, relying upon a residual electrical charge from a battery, to more powerful permanent magnets that had no need at all for a battery.

On January 30, 1877, Bell was awarded a second telephony patent, one that much more fully described his design for a magnetic-induction telephone than had the previous one. By now the press was well and truly onto the story. “Professor Bell,” wrote the Boston Herald after the November 27 test, “doubts not that he will ultimately be able to chat pleasantly with friends in Europe while sitting comfortably in his Boston home.”

But such accommodating journalism was rare. Taking their lead from Western Union and the other established powers in the telegraph industry, most reporters treated the telephone as a novel curiosity rather than a supplement to — much less a threat to — the extant telegraph network. And there was in truth ample reason for skepticism. Even with the best permanent magnets Bell and Watson could find, the voices that came down their wires were whisper-faint. Ironically given Bell’s lifelong dedication to helping the deaf participate in the society around them, they were audible and decipherable only by people like him with excellent hearing. A comparison with that first transatlantic telegraph cable of 1858 is apt: these first telephones worked after a fashion, but they didn’t work all that well. In practice, most people tended to spend most of their time screaming “What did you say?” into them; the wonder the telephone initially provoked tended to shade with disarming speed into rank frustration. In his personal journal, Thomas Watson didn’t shy away from acknowledging the magnetic-induction telephone’s infelicities: it “would talk moderately well over a short line, but the apparatus was delicate and complicated and didn’t talk distinctly enough for practical use.”

Hubbard too showed signs of losing heart. At one point in late 1876, he reportedly asked Western Union whether they would be interested in buying Bell’s telephone lock, stock, and barrel for $100,000. He was turned down flat.

Bell lacked the requisite patience for the sort of slow, plodding laboratory work that might have improved his telephone, but he still needed to bring some money in for himself and Hubbard if he was to win the hand of the fair Mabel. So, he found an alternative to which his personality was more naturally suited: he hit the traveling-exhibition circuit with Watson in tow, crisscrossing the Northeast through much of the first half of 1877 like a boffinish P.T. Barnum. After his magic-lantern slideshow — the nineteenth century’s equivalent to Microsoft PowerPoint — he would present telephonic performances by brass bands, string quartets, opera singers, or church organs — the louder the racket they could make, the better — while his audience strained their ears to make sense of what they were hearing, or thought they heard. The disembodied human voices especially were fraught with sinister implications for many of those who assembled. In fact, the delicious thrill they provoked was doubtless a big part of the reason that audiences paid good money for a ticket; the seances of Spiritualism were becoming all the rage in the broader culture at the time. The Providence Star noted that it was “difficult, hearing the sounds out of the mysterious box, to wholly resist the notion that the powers of darkness are somehow in league with it.” “Had the hall been darkened,” wrote the Manchester Union, “we really believe some [from the audience] would have left unceremoniously.” The Boston Advertiser called the demonstration “weird”; the New York Herald declared it “almost supernatural.”



[image: ]A Bell magnetic-induction “box” telephone from 1877. The cone mounted on the end served as both transmitter and receiver, necessitating some dexterous juggling on the part of the user.


The proprietors of the telephone are now prepared to furnish telephones for the transmission of articulate speech through instruments not more than twenty miles apart. Conversation can easily be carried on after slight practice and with occasional repetition of a word or sentence. On first listening to the telephone, though the sound is perfectly audible, the articulation seems to be indistinct. But after a few trials the ear becomes accustomed to the peculiar sound.

— The first advertisement for the Bell telephone, May 1877



By the late spring of 1877, Bell and Watson’s roadshow showed signs of running out of steam. It seemed they had to put up or shut up: the partners needed either to make a serious attempt to commercialize the telephone or just move on with their lives. After much debate, they chose the former course. That May, they signed their first customer, an enterprising banker named Roswell C. Downer, who paid for a telephone line connecting his home with his office. This harbinger of the modern condition was followed by no fewer than 600 more of his ilk by August 1. All of the connections were point-to-point setups linking one telephone to exactly one other telephone. But one decision the partners made would prove crucial to the eventual development of a more flexible telephone network: they leased telephones rather than sold them to their customers, and retained ownership and control of the cables binding them together as well. To state the case in modern terms, the telephone industry was to be a service rather than a hardware provider.

Each of these early telephones looked like a block of wood with a hole on one end and some wire sticking out the other. After shouting into the hole, one then had to shift it quickly to one’s ear to catch the response. “When replying to communication from another, do not speak too promptly,” pleaded the instruction manual. “Much trouble is caused from both parties speaking at the same time. When you are not speaking, you should be listening.” Being completely unpowered, these first telephones had no ability to ring; if someone didn’t happen to be standing at the other end when you shouted down the line, you were just out of luck. They were so heavy that using them was a veritable workout; Thomas Watson described the experience as akin to holding a suitcase up to one’s ear for minutes at a time. And yet there was a reasonably substantial group of people willing to pay for the dream of being in instant voice communication with others a considerable distance away, however circumscribed the reality of the telephone in service might have been.

The summer of 1877 was an exciting one for Alexander Graham Bell. On July 9, the Bell Telephone Company was formed, superseding the old Bell Patent Association. Two days later, he was finally allowed to marry Mabel. And on August 1, the Bell Telephone Company issued its first 5000 shares: 1497 of them to the mostly silent partner Thomas Sanders; 1497 to the young woman who was now known as Mabel Bell; 1387 to Gardiner Hubbard; 499 to Thomas A. Watson; 100 to Hubbard’s wife; ten to Hubbard’s brother; and all of ten shares to Bell himself, who in the throes of his newlywed bliss had signed all of the rest that he had coming over to his wife.

Shortly thereafter, Alexander Graham and Mabel Bell sailed for Britain, both to enjoy an extended honeymoon — it was Bell’s first return to his homeland since his emigration seven years before — and to act as ambassadors for the telephone on the other side of the Atlantic. In the latter capacity, they demonstrated it to Queen Victoria on January 14, 1878. There were some problems getting the connection going over the borrowed telegraph wire, and the queen’s attention began to wander. But suddenly Bell heard through the gadget the voice of a woman he had hired to sing “Kathleen Mavourneen,” one of the queen’s favorite ballads. In his excitement, he reached out and grabbed her by the arm. Everyone in the room gasped — but Queen Victoria didn’t even seem to notice, merely pressed the box to her ear and listened with a rapt expression. She wrote in her diary that night that Bell’s telephone was “most extraordinary.”

The audience with the queen created a widespread frisson of excitement over the telephone in Britain the likes of which had ironically not yet been seen in its birth country, where its thunder had recently been stolen by the announcement of Thomas Edison’s phonograph. Toy telephones became popular on Britain’s high streets. “Wherever you go,” wrote Mabel Bell in a letter back home to her mother, “on newspaper stands, at news stores, stationers, photographers, toy shops, fancy-goods shops, you see the eternal little black box with red face, and the word ‘Telephone’ in large black letters. Advertisements say that 700,000 have been sold in a few weeks.” If Bell Telephone could have leased anywhere near as many of the real thing back in the United States, everyone involved would have been thrilled.

But the harsh truth was that, even as the Bells were doing their public relations overseas, the company that bore their name was floundering in the domestic market. Many or most of the customers who had initially signed up in such gratifying numbers were dissatisfied by the underwhelming reality of their telephones, and no amount of patiently pedantic instruction manuals were going to get them to love a device that just didn’t work all that well. Worst of all, there was now a formidable competitor about to enter the field with a telephone much better than the one being peddled by Bell, thanks to the inventive genius of one Thomas Edison.
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Thomas Alva Edison was born in Ohio on February 11, 1847, the seventh and last child of parents who had just been driven out of British Canada for backing an insurrection against the provincial government there. When his father wasn’t rebelling, he was an odd-jobber and striver whose schemes never quite seemed to pan out. His mother was a former schoolteacher; almost all of the limited education Edison received came from her in the family home. Already at age twelve, he started riding the rails, working as a newsboy on trains. Showing the same entrepreneurial streak as his father but demonstrating more ability to turn his schemes into profits, he soon became a full-fledged mobile shopkeeper, buying snacks, books, and magazines cheap and selling them at a mark-up to passengers. He even published his own newspaper for a time from a compartment on the train with the help of an old printing press he had acquired. But it was the telegraph houses that stood everywhere the trains traveled that really captured the teenage Edison’s interest.

He happened to be sitting on a station platform one day when he saw a young boy wander onto the tracks in front of an approaching locomotive. Edison leaped to the rescue, successfully. The boy’s father happened to be the telegraph master at the station. The grateful man agreed to teach Edison some of the basics of telegraphy, and also lent him a number of books on the subject. Edison studied the description of Morse Code found therein with fanatical dedication — “about eighteen hours a day” was his own claim later in life — and got his first paying gig as a telegraph operator in Stratford Junction, Ontario, at the age of sixteen.

He quickly became a star among the telegraph fraternity. The speed with which he could decode messages coming down the wire became legendary; if one of his colleagues was sick, he could do this other’s job as well as his own, decoding two separate messages from two skilled senders simultaneously. And, because even brainy boys will be boys, he became equally legendary for his practical jokes. One of his favorites combined a wet floor with an induction coil to give his fellow operators a very unpleasant electrical shock as soon as they sat down in front of their Morse keys.

As that anecdote would indicate, Edison was fast becoming more than just a skilled end-user of the telegraph. He was fascinated by electrical technology in the abstract in a way that Alexander Graham Bell would never be; he lived and breathed it, experimenting and tinkering endlessly whenever he wasn’t on duty in a telegraph house. He applied for his first patent at age 21, for an automated vote recorder that he imagined would be used by the United States Congress; each representative need only push either the aye or the nay button installed at his seat, and the results would be automatically tabulated and displayed on a big dial mounted on the wall. But no one in the capital proved to be interested in it — because, as it was belatedly explained to Edison, the slow, inefficient method of voting that was currently used was actually an essential part of the legislative process, providing as it did ample opportunities to lobby, whip, and negotiate for votes. He took away from the experience a lesson that would never leave him: an inventor who wishes to be successful must ask what the people want, and invent that thing instead of the thing that makes him feel clever. With this lesson in hand, Edison would go on to become history’s archetype of the commercially successful inventor.

Though he was rough-hewn in demeanor and largely uneducated in anything other than the vagaries of mechanisms and circuits, Edison nonetheless displayed a peculiar ability to talk to moneyed men of business and win their support. In 1869, he retired from his career as a telegraph operator and became a sort of telegraphy consultant, helping his clients to improve their systems and processes. In 1874, he scored his first major triumph as an inventor of things that people really wanted, and crushed the first telegraphy dream of Alexander Graham Bell in the process: he patented a quadriplex telegraph with the ability to double again the throughput of Joseph B. Stearns’s recently introduced duplex system. Unlike Bell’s design, which stamped each of its signals with a unique frequency on the sending end and used these as a way to sort them out again on the receiving end, Edison’s system combined Stearns’s innovations with differing electrical polarities that served as another way of separating signals from one another. Most importantly, his system consistently worked, which was more than could ever be said for Bell’s.

The quadriplex telegraph catapulted him into the next stage of his career. In the spring of 1876, Edison moved into his soon-to-be-famous laboratory in Menlo Park, New Jersey, from which he would invent so many of the trappings of our modern world. Later that year, as we’ve seen, press notices about Bell’s magnetic-induction telephone began to appear. Edison had been very hard of hearing since boyhood, which meant that Bell’s invention as currently constituted was useless to him. So, he decided to make a better telephone, one that even he would be able to use without difficulty.

There no longer remained any mystery about the best theoretical approach to such a goal. Clearly the key to a louder telephone was the use of a variable-resistance transmitter instead of one that relied on magnetic induction; this Bell himself had demonstrated before losing heart. Bell had given up because he didn’t know of any substances other than acidulated water whose resistance could be made to vary in tandem with the vibrations of a diaphragm that was being struck by sound waves issuing from a human mouth. But Edison was possessed of both a much wider range of electrical knowledge and a methodical patience which eluded the high-strung Bell.

Edison made his own experimental telephone, and throughout most of 1877 used it to test many solid or semi-solid materials, keeping careful notes on the results. He tried paper, lead, copper, graphite, felt, and platinum among other substances, all of them in countless forms, combinations, and configurations, conducting over 2000 separate trials in all. In the end, he wound up back at the very first material he had tested: carbon, in the form of lampblack — i.e., residual soot scraped from a lamp or chimney. Lampblack was, he judged, as close as a solid could come to the properties of acidulated water.

Edison’s final design for a variable-resistance transmitter used a cone with a thin metal diaphragm installed at its base, much like Bell’s extant telephones. But instead of a magnet, his diaphragm rested atop a sealed container of lampblack, through which a powered electrical circuit flowed. As the diaphragm vibrated in rhythm with the user’s words, its movements varied the resistance of this circuit to create a facsimile of the sound wave in electrical current — just as had the acidulated water in Bell’s experiment of the previous year, but in a far more practical and reliable way. An electromagnet and diaphragm, designed by a prolific telegraph engineer and occasional associate of Edison named George Phelps, served as a receiver at the other end of the line in lieu of Bell’s metal reed, giving much better fidelity. Edison’s telephone did have the disadvantage of being unidirectional; a two-way conversation required two wires, each fitted with its own transmitter and receiver. Then again, such a setup meant that the user no longer needed to keep moving the telephone between mouth and ear; she could speak and listen at the same time, and do the latter without straining her ears.

All told, it was a tremendous breakthrough, one with the potential to increase not only the volume but also the range of the telephone. Edison applied for a patent on his variable-resistance transmitter already on April 27, 1877, when he was still very much in the process of inventing it. After much back and forth, the patent was finally granted in February of 1878. By the time it was, Edison himself had become famous, thanks not to the telephone but the phonograph, which he had been working on concurrently with his experiments in telephony.



[image: ]An early Western Union telephone. The user spoke into the round piece on the left, whilst holding the star-shaped receiver on the right up to her ear.


Already two months before the final patent on Edison’s transmitter was issued, Western Union cut a deal with the inventor for the right to use it, forming a new subsidiary called the American Speaking Telephone Company to put it into service. A David-and-Goliath fight was now in the offing between Bell Telephone and Western Union. The latter corporation was in many ways a model for the other great trusts in this emerging Gilded Age of American business; for all intents and purposes it owned telegraphy writ large in the United States, as it seemed it now intended to own telephony. To make that happen, it had a market capitalization of $41 million (the equivalent of $1.4 billion in 2022 currency), net annual profits of more than $3 million, and established rights-of-way for its wires in every corner of the nation. And now it had a telephone that was by any objective standard vastly superior to the one being peddled by its puny rival.

The telephones which Western Union began leasing to customers in 1878 were the first in commercial service to be recognizable as such things to modern eyes, having separate attachments for talking and listening. A variable-resistance telephone of course required a powered circuit; in lieu of expensive and maintenance-heavy batteries, the end-users provided this power via elbow grease, by cranking from time to time a magneto attached to the telephones. It was a small price to pay for a device that was ergonomically superior and, most importantly of all, louder than anything that Bell Telephone could offer. For the first time, it was possible to have something resembling an ordinary conversation using these telephones.

Justifiably unnerved by these developments, Gardiner Hubbard asked a businessman named Theodore N. Vail to take over as head of Bell Telephone. Only 32 years old at the time he agreed to do so, Vail had, like Thomas Edison, gotten his start as an ordinary telegraph operator. But his genius ran in the direction of finance and management rather than the nuts and bolts of technology itself. He left his prestigious and well-paid post as head of the Railway Mail Service largely because he was bored with it and wanted a challenge. Whatever else one could say about it, Bell Telephone certainly qualified on that front.

After arriving at the company’s recently opened headquarters in New York City, Vail sat down to consider what he had gotten himself into. He realized that victory in the war with Western Union would have to come through the courts; as matters currently stood, Bell Telephone had no chance of winning via the free market alone. The patent situation was confusing to say the least. Alexander Graham Bell had patented the first working telephone, but had mentioned the principle of variable resistance that could make the telephone truly usable only in an addendum hand-scrawled in the margin of that patent. And now Thomas Edison instead of Bell had patented the carbon transmitter that was the key to a practical variable-resistance telephone, suitable for mass production and deployment. It seemed that Bell Telephone and Western Union each owned half of the telephone. This clearly wouldn’t do it at all.

So, Vail had Thomas Watson troll through the records at the patent office, looking for some way out of this impasse. In an incredible stroke of luck, he found just what they needed. On April 14, 1877 — thirteen days before Edison had filed a patent application for his variable-resistance transmitter — a German immigrant, janitor, and amateur inventor named Emile Berliner had filed for a patent caveat on a variable-resistance transmitter of his own. It used a different approach than Edison’s design: a wire inside it was only loosely screwed onto its terminal, which allowed the point of contact to vibrate in tandem with the diaphragm mounted above the wire, thus varying the resistance of the circuit. Berliner’s design was, everyone could agree, nowhere near as effective as Edison’s finalized carbon transmitter — but it had come first, and that was the important thing. Vail tracked down Berliner, who was still pushing a broom for a living, and hired him at a generous salary in return for the rights to his patent caveat. Vail’s intention was never to put Berliner’s transmitter into production, but rather to create a plausible legal argument that the principle of the variable transmitter, like all of the other aspects of a practical telephone, was now the sole intellectual property of the Bell Telephone Company. The new variable-resistance telephones which Bell began sending to its customers as soon as it had acquired the rights to Berliner’s transmitter actually cloned Edison’s carbon-transmitter design.

On September 12, 1878, the Bell Telephone Company filed for an injunction against Western Union’s telephones in the Circuit Court of the United States for the District of Massachusetts. Following some preliminary skirmishing, Western Union, whose telegraphy business still dwarfed that of telephony, decided on November 10, 1879, that the telephony sideshow just wasn’t worth the trouble. It agreed to give up all of its claims to telephone technology and to get out of the telephone business altogether in return for 20 percent of all of its rival’s earnings from telephony for the lifetime of the patents around which the whole conflict had revolved. It was the Gilded Age in a nutshell: one established monopolist politely made space for another, would-be monopolist in a related but separate field.

But it wasn’t the end of the disputes over the origins of the telephone. Far from it: over the course of the following decade, Bell Telephone beat back some 600 separate legal challenges to its monopoly — including one from Elisha Gray, striking out on his own from Western Union, the company he had co-founded. The record of court filings came to fill 149 thick volumes. One of the cases went as far as the Supreme Court in March of 1888, where it was won by Bell Telephone by the thinnest of possible margins: the vote was four to three in favor of the validity of the Bell patents. By this point, however, the point verged on becoming moot: Bell Telephone now had a well-nigh unassailable head start over any potential competition, and the patents were due to expire in a few years anyway.

Alexander Graham Bell himself regarded the realities of the telephone business with ever-increasing distaste, and felt himself ever more estranged from the enterprise that bore his name. And to a large extent, the feeling was mutual: he had disappointed and angered his ostensible partners in Bell Telephone by, as they saw it, deserting them in their time of greatest need. He had been entirely absent from the American scene from August of 1877 until September of 1878, when he grudgingly agreed to return from Britain to act as a witness in court. “Business is hateful to me at all times,” he wrote to Gardiner Hubbard on one occasion. “I am sick of the telephone and [wish to] have done with it altogether, excepting as a plaything to amuse my leisure moments,” he wrote on another. “Why should it matter to the world who invented the telephone, so long as the world gets the benefit of it?” he wrote on yet a third occasion. “I have not kept up with the literature of telephonic research,” he remarked dismissively when he did finally turn up in person for the legal proceedings. These were not the messages which the men behind a company girding for the battle for its life — a company with the petulant messenger’s name on the marque — wished to hear.

Alexander Graham and Mabel Bell gradually cashed out of said company between 1879 and 1883. They were left wealthy, but not extraordinarily so. Ditto Sanders, Hubbard, and Watson, all of whom likewise sold most of their shares in Bell Telephone before the company was ten years old. “No mighty, self-perpetuating fortunes came out of telephony in America,” noted the historian John Brooks in 1975. “No counterpart to a Ford, Rockefeller, or Duke now survives as a ‘telephone heir.'” But this shouldn’t be construed to imply that the telephone didn’t make an enormous amount of money for Bell Telephone and others in the decades after its founders left the scene.

Alexander Graham Bell continued for the rest of his life to split his time between invention — he dabbled with somewhat mixed results in everything from medical technology to aviation, nautical transport to cinema — and his passion for improving the lot of the deaf. Mabel Bell provided a suitable epitaph when he died in 1922 at the age of 75: “He is big enough to stand as he is, very imperfect, lacking in things that are lovely in other men, but a good big man all the same…” It is true that, in a juster or at least more painstakingly accurate world, we might all agree to call the telephone a joint triumph, to be credited not only to Bell but to Edison, Gray, and perhaps some worthy others whose names have appeared not at all or only in passing in these articles. But history in the world we do have doesn’t like to become muddied with so many equivocations. Thus it has chosen to credit the telephone to Alexander Graham Bell alone. And, if one man must be chosen, he is as good a choice as any.

(Sources: the books Alexander Graham Bell and the Conquest of Solitude by Robert V. Bruce, Alexander Graham Bell: The Life and Times of the Man Who Invented the Telephone by Edwin S. Grosvenor, Reluctant Genius: Alexander Graham Bell and the Passion for Invention by Charlotte Gray, Telephone: The First Hundred Years by John Brooks, and The Wizard of Menlo Park: How Thomas Alva Edison Invented the Modern World by Randall E. Stross. Online sources include Bob’s Old Phones by Bob Estreich and “George M. Phelps” by John Casale on his website Telegraph History.)
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				“what they called an “autograph” telegraph, which smacks of nothing so much as the fax machines of our own recent past”

Far more like telex machines, actually; in fact, telex was the direct result of attempts to automate telegraphy.

“General George Custer was launching his ill-fated attack at Little Big Horn”

Although he had been a major general during the Civil War, Custer was only a lieutenant colonel at the time of his death.

““Dom Pedro,” as he was affectionately known”

There was nothing affectionate about it; “Dom” was his formal style.
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				I believe the autograph telegraph actually was closer to a fax machine than a telex machine; another name for the concept was the “facsimile” telegraph. The name “autograph” derived from its ability — if it had ever worked, that is — to reproduce signatures on documents. From Robert Bruce’s biography of Alexander Graham Bell:

Bell saw at once that this made the multiple telegraph adaptable to an “autograph telegraph” device. Instead of having each receiver stylus trace its broken line on a separate strip of moving paper, he could have as many as thirty styluses at once drawing closely spaced parallel broken lines on a single sheet. This could be made to come out like a picture or a document seen through a fine grid. If an original autograph message or a drawing were made with special paper or ink that would close a contact where written on and break contact where blank, it could be pulled along under contact points connected to thirty transmitters and thus be reproduced by the receivers — in theory.


Thanks for the other corrections, as always.
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				Wow, you really went all out with the colons throughout this post. It reads better to me if you move them to separate sentences.

‘Thomas Watson didn’t shy away from acknowledging the magnetic-induction telephone’s infelicities: it “would talk moderately well over a short line, but the apparatus was delicate and complicated and didn’t talk distinctly enough for practical use.”’

I’d reword it, perhaps as “… infelicities, noting it …”

“Certainly Gardiner Greene Hubbard was thoroughly unimpressed with what he saw when he visited his protege’s workshop on March 13: he “seemed rather skeptical,” according to Bell’s laconic diary entry. Even now the telephone continued to strike him as a pointless distraction from the lucrative field of telegraphy.”

“Certainly” and “even now” introductory phrases should be followed with commas. Also, the colon here may be grammatically incorrect for a parenthetical phrase.

“Yet Hubbard’s heart remained set on it.”

“Yet” also needs a comma. 

This subclause really breaks the flow of the sentence it splits:

“among them was none other than William Thomson, the principal technical architect of the first transatlantic telegraph cable”

Suggest splitting out the mention of Thomson and Elisha Gray to a prior sentence (following “stifling”):

“… was stifling. The audience of scientific, business, and political luminaries included such men of distinction as Elisha Gray and William Thomson, the principal technical architect of the first transatlantic telegraph cable. With no commercial record and no name recognition, the Bell Patent Association was relegated to the very last presentation of a long program of them. By the time Alexander Graham Bell took the stage, they were positively lethargic.”

“tended to shade with disarming speed”

I’m not familiar with “shade” used this way.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 5, 2022 at 10:10 am			

			
				
				I do appreciate the effort you’ve gone through, here and elsewhere, to make these articles better. I’ve gradually come to realize, however, their our opinions about what constitutes good and bad prose are quite different. I thus sometimes struggle to take your suggestions on board, and this is one of those cases. I do feel a bit bad about that because I assume your motivations are good. I hope you believe me when I say there’s really no egoism involved from my side, just a different set of writerly sensibilities.

				


			

			

	
		
		
						
				Yannis			

			
				March 5, 2022 at 12:36 pm			

			
				
				I’ll be honest, unsolicited advice tends to put me in a bad mood but I like your response to Nate here. I think it is written in good faith if you want a second opinion.

Do you plan to collect this series in a small pamphlet/book like you do on the Analog Antiquarian Jimmy?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 5, 2022 at 2:08 pm			

			
				
				I had planned on simply rolling it into the next annual ebook, but I could probably be convinced to make it an ebook for itself as well if there’s enough interest. ;)

				


			

			

	
		
		
						
				Leo Vellés			

			
				March 5, 2022 at 9:29 pm			

			
				
				As a I said in previous articles, this type of series, along with multi-part series like the ones you wrote about Tetris, Civilization, Wings and Trinity (surely i am forgetting other series) would be an excellent companion to The Analog Antiquarian books. I really find them super interesting and entertaining to read.

				


			

			

	

		
		
						
				Mark Williams			

			
				March 7, 2022 at 7:37 am			

			
				
				That would be a great idea, it’s very interesting on its own.

				


			

			

	









		
		
						
				Nate			

			
				March 18, 2022 at 10:07 pm			

			
				
				No offense taken. All criticism is useful, even if only to learn something about the person providing it. 

I’m happy to limit my input to less subjective areas like typos and fragments, or not include it at all. Whatever you want; I just appreciate the blog.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 8:21 am			

			
				
				I will always look at and be grateful for any good-faith feedback you or anyone else wishes to provide. When it gets into more subjective areas, however, I may not always have the same opinion. Then again, sometimes I will; some of your stylistic suggestions have prompted me to make changes. So feel free to continue as you were!

				


			

			

	













		
		
						
				Gordon Cameron			

			
				March 7, 2022 at 2:30 am			

			
				
				I think your age and date of death for Bell are inaccurate; anyway Wikipedia has it as 1922, aged 75. Great article!

				


			

			

	
		
		
						
				Gordon Cameron			

			
				March 7, 2022 at 2:33 am			

			
				
				Unless the 1934 date is for Mabel, in which case “he” should be “she?”

				


			

			

	

		
		
						
				Jimmy Maher			

			
				March 7, 2022 at 5:46 am			

			
				
				Don’t know how I did that. Thanks!

				


			

			

	





		
		
						
				Keith			

			
				March 19, 2022 at 5:29 pm			

			
				
				“from which he would invent so many of the trapping of our modern world.”

Should be “trappings”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 5:36 pm			

			
				
				Thanks!

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 6: Routing Calls

				March 18, 2022
			

The telegraph networks of the late nineteenth century functioned much like the railroad networks with which they were so closely associated in the minds of the public. Each pair of Morse keys and receivers was connected to exactly one other pair via a fixed “track.” Messages traveled from station to station through the network like railroad passengers. A telegram sent from Smalltown, USA, would first be sent up the line to a larger hub station, where it would be dropped into the “outgoing” basket of another line connected to the same station that would take it to its next stop. And so on and so on, until it reached its final destination.

But the telephone wasn’t conducive to this approach. Alexander Graham Bell’s dream of being “able to chat pleasantly with friends in Europe while sitting in his Boston home” would require a different sort of network model, one more akin to the roads that would soon be built to handle automobile traffic. It would need to be possible for a message to steer its own way down a multitude of highways and byways to reach one of thousands or millions of individual addresses accessible on the network. And each message would need to do so at the same time that many other messages were doing the same thing, using the same roads. Network engineers would never again have it so easy as they had in the days when the telegraph was the only game in town.

Indeed, in contrast to this puzzle of dynamic routing, the invention of the telephone itself would soon seem a fairly minor challenge to have overcome. This new problem was too difficult, diffuse, and abstract to be solved in one eureka moment, or even a dozen of them. The worldwide telecommunications network that came into existence by the middle of the twentieth century was instead the result of steady incremental progress over the course of the decades, guided by people whose names have not found a place in history textbooks alongside those of Samuel Morse, Alexander Graham Bell, and Thomas Alva Edison. Yet the worldwide web these institutional inventors slowly pieced together was in its way more remarkable than any of the aforementioned men’s discrete creations. And it was also both the necessary precursor to and the medium of the computer-communications networks that would follow in the second half of the twentieth century.



[image: ]The New Haven District Telephone Company’s exchange was the first of its type, heralding as much as the telephone itself a new era in communications.


The first system for letting any one telephone on a large network communicate with any other came into being in New Haven, Connecticut, on January 28, 1878. It was operated by the New Haven District Telephone Company, a spinoff of Bell Telephone, and connected 21 founding subscribers using a very simple, very physical method. The wire from each telephone on the network ran to a central exchange manned by a human operator. When you picked up your home phone to make a call, you were thus immediately connected to this individual. You told him which other subscriber you wished to speak to — the concept of phone numbers did not yet exist — whereupon he cranked a magneto to cause a bell to ring at the other end of your desired interlocutor’s line. If the individual in question picked up, the operator then linked your two telephones together using a patch cable.

It may strike us as a crude arrangement today. Certainly it was beset by obvious practical problems (what happened when more people tried to make calls than the operator could handle?) and privacy concerns (the operator could tell if a call was finished only by periodically listening in). Yet it spread like wildfire in lieu of any alternatives. The world’s second telephone exchange opened just three days after its first; by the end of 1878 there were several dozen of them in the United States, and a ringer had become an essential piece of telephony’s standard equipment. By the beginning of 1881, there were only nine cities with a population over 10,000 in the United States which didn’t boast at least one telephone exchange.

[image: ]An early telephone exchange manned by boys, circa 1880. Such a place was called the “operating room” in telephony parlance, creating some amusing connotations.


The first exchange operators were, in the words of John Brooks,

an instant and memorable disaster. The lads, most of them in their late teens, who manned the telephone exchanges were simply too impatient and high-spirited for the job, which, in view of the imperfections of the equipment and inexperience of the subscribers, demanded above all patience and calm. They were given to lightening the tedium of their work by roughhousing, shouting constantly at each other, and swearing frequently at the customers.


Southwestern Bell historian David G. Park shares a typical anecdote:

In Little Rock, [Arkansas,] a prominent saloon keeper rang up and told one of the boy operators, fifteen-year-old Ashley Peay, “Connect me with my telephone at home. I want to talk to my wife.”

Ashley replied, “Your wife is talking to someone else.”

“What do you mean, my wife is talking to someone else?” the saloon keeper growled.

“I mean your line is busy,” Ashley snapped.

The saloon keeper wasn’t accustomed to being turned down by fifteen-year-old boys. “Get my wife on the line right now!” he shouted.

Young Peay’s reaction was to say, “Aw, shut up,” or words to that effect, and yank the connection.

The boy went on to handle other calls. Suddenly he was seized from behind, lifted from the floor, and shaken up and down by a furious saloon keeper. Just as the man was about to fling Peay through a glass window onto the street below, a man in the office came to the operator’s rescue.

Incidents like these occurred throughout the country…


But soon the telephone exchanges hit upon a solution: they replaced the boys with girls, who were not only more demure but willing to work for even lower wages. A newspaper article listed the job requirements:

The physical requirements of girls who are given positions in the telephone exchange are almost as stringent as those insisted upon in men enlisting in the army. To become a “hello” girl, the applicant must be not more than 30 years old [and] not less than five feet six inches tall. Her sight must be good, her hearing excellent, her voice soft, her perception quick, and her temper agile.

Every girl’s sight and hearing is tested and her height is measured before she is hired. Tall, slim girls with long arms are preferred for work on the switchboards. Fat, short girls occupy too much room and are not able to reach all of the six feet of space allocated to each operator.

With regard to nationality, it is said that girls of Irish parentage make the best operators.


[image: ]The Little Rock, Arkansas, telephone exchange circa 1920, long after the unruly boys had been replaced with girls.


Almost from the very beginning, then, the job of telephone operator was seen as a female occupation, joining the jobs of schoolteacher and nanny in the eyes of the broader culture as another transitory way station for women between the onset of adulthood and marriage. The standard pay of between $1.00 and $1.50 per day reflected this. Those numbers would go up with inflation, but the other parameters of the job would remain the same for well over a century, for as long as it existed. Meanwhile the realization that female voices tend to be less threatening and more soothing in the ears of both genders would become even more embedded in the culture. (When was the last time a computer, smartphone, or GPS gadget spoke to you in a male voice?)

The systems and processes that drove the telephone exchanges improved steadily after 1878, even as the core model of a subscriber asking an operator to manually route his call via a patch wire and a switchboard remained in place for a surprisingly long time. The first telephone numbers made an appearance already in 1879, and quickly became commonplace, what with the way they eased the burden on the operators’ memory and provided telephony’s customers with at least an impression of anonymity. In December of 1887, the first Switchboard Conference was held in New York City. Tellingly, it devoted as much time to social engineering as it did to the technical side of telephony. Many a hand was wringed over the tendency of operators to say, “They won’t answer,” rather than “they don’t answer” in the case of a call that wasn’t picked up, what with the former’s intimation of neglectful intent. And it was agreed that operators should employ short rather than long rings when placing a call because “a short ring excites the curiosity of the subscriber.”

It wasn’t that no one was interested in an automated alternative to manual exchanges. The latter were inherently inefficient; a rule of thumb said that one operator was required during peak hours for every 100 telephone subscribers on a network, constituting an enormous financial drain on service providers even given the minimal salaries they paid to these employees. Despite this ample incentive, the problem kept engineers stymied for years. It was first partially solved by, of all people, an undertaker living in Kansas City, Missouri. Coming along in the last decade of the nineteenth century, Almon B. Strowger was one of the last of the breed of maverick independent inventors cum entrepreneurs who had built the telegraphy and telephony industries in earlier decades, who were soon to give way once and for all to the corporate institutionalists.



[image: ]Almon B. Strowger


That said, Strowger conformed to no one’s stereotype of the genius inventor. Already 50 years old at the time of his achievement, he was a crotchety character whose irascibility verged on paranoia. The stage was set for his stroke of genius when he became convinced that the operators at his local telephone exchange had it in for him, and were deliberately misrouting his calls or not even bothering to place them. (If the anecdotes about his personality are anything to go by, there was perhaps another reason that so few people wanted to talk to him…) One of the operators was the wife of his principal rival in the undertaking business; he believed she was routing his potential customers’ calls to her husband’s establishment instead of his own.

So, he set out to remove the human operator from the equation altogether. His pique and grievance became the impetus behind the first workable automated switching system in the field of telephony.

Imagine a telephone whose cable terminates in a rotating electro-mechanical switch or relay, which looks rather like a windshield wiper. There is a button on the telephone. Every time the user presses it, a pulse of current goes down the line which causes the wiper to rotate one step, making a connection with a different receiving telephone. When the user has pressed the button a number of times corresponding to the “phone number” of the person she wishes to call, she presses a second button to cause that phone to ring, and proceeds to have a conversation. When she sets her phone down again, a switch is triggered that resets the system, dropping the wiper back to its home position in preparation for the next call. This is the Strowger system in its most basic form. Routing is still based on changing the physical connections between wires, but those physical changes are themselves now driven by electricity. For this reason, we call it an “electro-mechanical” design.

[image: ]A very basic single-stage Strowger switch.


A network of more than ten or so nodes would be irredeemably tedious for the end-user of such a system, what with all the button-pressing it would require. But, crucially, the system could also be expanded by wiring more relays into it, and adding more buttons to the individual phones to control them. The system which Strowger first publicly demonstrated, for example, used two relay/button combinations to accommodate up to 100 phones, each with a unique two-digit number; the user tapped out the tens digit on one button, the ones digit on the other. In principle, the system could be extended to infinity by wiring yet more relays and buttons into the circuit.

Strowger was awarded a patent for his invention on March 10, 1891, and formed his own company soon after to exploit it. The first fully automated telephone exchange opened in La Porte, Indiana, on November 3, 1892. It was billed as the “girl-less, cuss-less, and wait-less telephone.” Strowger’s company would continue in the exchange business until 1983, first under the name of the Strowger Automatic Telephone Exchange Company and then as simply Automatic Electric.

But automated telephone exchanges would remain the exception to the rule for a long time after 1892; most people understandably preferred speaking a number to a fellow human being over pecking out long strings of digits manually and hoping for the best. Not until the 1920s would automated exchanges come to outnumber the manual ones, relegating the job of telephone operator to that of an occasional provider of information or extra help rather than the essential conduit of every single call. The key breakthrough that finally led to automated telephony’s widespread acceptance was the replacement of Strowger’s push buttons with spring-loaded dials; such “rotary phones” would remain the standard for decades to come, and would continue to function into the 1980s and beyond.

[image: ]Rotary telephones like this one replaced buttons with a spring-loaded dial that sent the necessary bursts of electricity to move the switching relays at the exchange as it spun back to its resting position.




 

In the meantime, telephony made do with the manual exchanges. All of their inefficiencies and infelicities were thoroughly outweighed by the magic of the telephone itself. By the turn of the century, 1.4 million telephones were in service in the United States, and 25,000 or more girls and women were employed as operators. The impact of the telephone was different in nature from that of the telegraph, but no less socially significant. While it perhaps didn’t have the same immediate transformative effect on big business and international diplomacy, it was a vastly more democratic instrument, making a far more tangible change in the lives of its millions of individual users. The telegraph was a service, and thus to a large extent an abstraction; the telephone was a personally empowering technology, one you could literally hold in your hand.

Like the smartphones and tablets of our own day, telephones were condemned by certain segments of the intelligentsia, for destroying the old art of letter writing and for being a nuisance and a distraction from the truly important things in life; one article called them “an unmitigated domestic curse,” only good for “the exchange of twaddle between foolish women.” In another uncanny harbinger of more recent history, local newspapers fretted that telephones would slake the public’s thirst for their articles, columns, and calendars. (Unlike our more recent history, such fears would prove largely unfounded in this case.)

But the people couldn’t get enough of the telephone. American Bell — as Bell Telephone was now known, having adopted the new name in 1880 — was rather surprised to discover that the allegedly backward, rural areas of the country actually took to the telephone more readily than many of the nation’s urban centers. Farmers and particularly farmers’ wives, some of whom had heretofore been accustomed to going months at a time without talking to anyone outside their household, jumped on the telephone like a Titanic survivor on a lifeboat. The rural exchanges fostered a welcome new sense of community, becoming deeply embedded in the lives of the people they served, spreading news and gossip to all and sundry. Before Siri and “Hey, Google!,” there was the friendly local telephone operator to play the role of personal assistant, as captured in one housewife’s dialog from a gently satirical magazine article: “Oh, Central! Ring me up in fifteen minutes, so I don’t forget to take the bread out of the oven.” “Central, ring me up half an hour before the 2:17 train in the morning. See if it’s late before you call, please..”



 

For all the social changes it wrought, telephony extended its range much more slowly than telegraphy had. Cyrus Field’s transatlantic telegraph line had come to be just 22 years after the first telegraph line of any stripe was placed in service. The first transatlantic phone call, by contrast, didn’t take place until January 7, 1927, almost precisely 50 years after Roswell C. Downer had become the first person to have a telephone installed in his home. The delay was down to the nature of the two technologies.

The electrification of the Western world was in full swing at the turn of the century, to telephony’s immense benefit: hand-cranked magnetos and discrete batteries disappeared as companies like American Bell began to flood their networks with current from the grid. But the complex waveforms of telephony required much more power than a telegraph signal to travel an equivalent distance, due to a phenomenon known as attenuation: the tendency of a waveform to shed its peaks and valleys of amplitude and collapse toward uniformity as it travels farther and farther. Attenuation is in fact the same phenomenon in the broad strokes as the “signal retardation” which dogged the early days of undersea telegraphy, but it was never really an issue in terrestrial telegraphy, what with its staccato on-off approach to signaling. It could, however, play havoc with a sound waveform on a wire. The only way anyone knew of to fight attenuation was to add more power to the circuit, which in turn required thicker and thicker cables made of pure copper. This made the telephone into a peculiarly localized technology for instantaneous communication; it could and did foster a new sense of togetherness within communities, but struggled to reach between them. For decades, the American telephone network writ large was actually a bunch of local networks, connected to their peers if at all by just one or two long-distance lines.

Embedded Javascript removed for eBook.[1]Even at the time of its inception, the name behind the acronym was anomalous if not meaningless, given that AT&T had no holdings in telegraphy; AT&T was content to leave that monopoly to Western Union. The name is perhaps best explained as a warning shot across Western Union’s bows, in case it should ever feel tempted to reenter the telephone market…

The thick, custom-made cables that AT&T employed were expensive to buy and string up, and could only carry one call at a time. These realities were reflected in the prices AT&T charged its subscribers: a ten-minute call over the 292-mile line from Boston to New York City — the longest and most celebrated line on the network at the turn of the century — cost $2 during the day or $1 at night. These were prices that only bankers and investors and other members of the well-heeled set could afford. Long-distance telephony would continue to be their prerogative alone for quite some time to come. Everyone else would have to rely on the telegraph or the even more old-fashioned medium of the hand-written paper missive for their long-distance communications needs. And needless to say, there was little point in thinking about a transatlantic telephone line while the length of even a terrestrial line was limited to 300 miles at the outside.

Rather than crossing the Atlantic, telephony’s overarching goal became to bridge the continent — to string a single telephone cable from the East to the West Coast. In addition to its practical utility, it would be an achievement of immense symbolic significance, a sort of telephonic parallel to the famous driving of the golden spike that had marked the completion of the transcontinental railroad in 1869.

One milestone came courtesy of a Serbian immigrant named Mihajlo Pupin. In 1900, he patented something called a loading coil, which, when placed at intervals along a telephone wire, could greatly reduce if not entirely eliminate a signal’s attenuation by magnetically increasing its inductance, or resistance to change. But there were limits to what loading coils could do. In combination with a very thick cable, they were enough to get a signal from New York City to Denver, but it couldn’t be coaxed any further. What was needed was an equivalent to Samuel Morse’s old telegraphic concept of the repeater: a way of actively boosting a signal as it traveled down a wire. Unfortunately, the simple system of discrete circuits joined by electromagnetic switches which Morse had proposed, and which had indeed become commonplace on telegraph lines by now, was useless for telephony, being unable to preserve the character of an audio waveform.

Then, in 1906, a researcher named Lee De Forest proposed something he called an audion. It was nothing less than the world’s first self-contained audio amplifier, built using vacuum tubes, a technology that would become hugely important outside as well as inside of telephony in the decades to come. The engineers at AT&T realized that it should be possible to install these audions — or simply repeaters, as they would quickly become known — along a terrestrial telephone line to make the voices it carried travel absolutely any distance. The details turned out to be a little bit more complicated than they first appeared, as generally happens in any form of engineering, but AT&T found a way to make it work at last. The company’s marketers came up with the perfect way to mark the occasion.

[image: ]Alexander Graham Bell, center, prepares to make the first transcontinental phone call.


On January 25, 1915, a 67-year-old Alexander Graham Bell, stouter and grayer than once upon a time but still bursting with his old Scottish bonhomie, picked up a telephone before assembled press and public in New York City. “Hoy! Hoy!” he said in his booming brogue. (From the first days of his invention until the end of his own days, Bell loathed the standard telephonic greeting of “Hello.”) “Mr. Watson? Are you there? Do you hear me?”

In front of another assemblage in San Fransisco, Bell’s old friend and helper Thomas A. Watson answered him. “Yes, Mr. Bell. I hear you perfectly. Do you hear me well?”

“Yes, your voice is perfectly distinct,” said Bell. “It is as clear as if you were in New York.”

Inevitably, Bell was soon cajoled into repeating those famous first words ever spoken into a working telephone: “Mr. Watson, come here. I want to see you.” Whereupon Watson noted that, instead of seven seconds, the journey would now take him seven days. It may not have been a transatlantic link quite yet, but it did feel like a culmination of sorts.



 

Alexander Graham Bell and Thomas Watson weren’t the only ones on the line that memorable day. Theodore N. Vail, the erstwhile mastermind of Bell Telephone’s successful legal campaign against Western Union, had returned after a lengthy hiatus to serve as president of the company once again in 1907. He listened in to the historic conversation from a telephone on Jekyll Island, Georgia, where he was convalescing from the heart and kidney afflictions that would kill him in 1920.

But before his death, Vail established a new research-and-development division unlike any seen before in corporate America, a place designed to bring the best engineers in the country together and give them carte blanche to solve problems that the world might not even know it had yet. It would become known as Bell Labs, at first informally and then officially, and it would do much to shape the course of not just communications but the entirety of technology — not least the field of computing — over the balance of the twentieth century.

On its home turf of telephony, Bell Labs steadily improved the state of the art of automated switching and developed techniques for multiplexing, so that calls could be routed together along trunk lines instead of always requiring a wire of their own. And it devised ways to integrate Italian inventor Guglielmo Marconi’s technology of wireless radio with the network, in order to bridge gaps where wired telephony simply wouldn’t serve. Because no one had yet found a way of installing repeaters on an undersea cable, a transatlantic connection would have to depend on these new techniques of “radiotelephony.”

The call of January 7, 1927, was a curiously muted affair in contrast to the completion of the first transatlantic telegraph cable or even the first transcontinental phone call, involving no greater luminaries than Walter S. Giffords, Vail’s successor as president of American Bell and AT&T, and Evelyn P. Murray, the head of the British mail service, which held a government-granted monopoly over telephony in that country. Nevertheless, it was a landmark moment; while Alexander Graham Bell’s dream of easy, casual conversation across an ocean was still decades away from fulfillment, a conversation was at least possible now, four and a half years after his death. Wireless links such as the one which facilitated this conversation would remain a vital part of the telephone networks of the future, whether in the form of conventional radio waves, microwave beams, or satellite feeds. “Distance doesn’t mean anything anymore,” said one of the engineers behind the first transatlantic call. “We are on the verge of a very high-speed world.” Truer words were never spoken.



 

Outside of telephony, the Bell Labs boffins created the first motion-picture projector with audio as well as video, and saw it used it in 1927’s The Jazz Singer, that harbinger of a new era of cinema. That same year — a banner one in its history — Bell Labs conducted the first American demonstration of television, starring Secretary of Commerce (and future President) Herbert Hoover. Two years later, it broadcast television for the first time in color. AT&T and American Bell may very well have extended their telephone empire to television in the next decade, had the Great Depression not intervened to put the damper on the consumer economy.

As it was, the fallout from the stock-market crash of late 1929 slowed the march of technology, but could hardly turn back the hands of time. By that point there were more than 15 million telephones in service under the auspices of American Bell alone. Their numbers dropped for a while in the aftermath of the crash, but relatively modestly. By 1937, there were more telephones than ever in the United States and, indeed, around the world.

A review of the literature surrounding the telephone during the decade provides yet more evidence that the concerns surrounding the trendy communications mediums of our own age are not as unique as we might like to think. It seems that worries about communications technologies leading to a dumbing-down of the populace and egotism running rampant did not begin with Facebook and Instagram. A sociological study of 1000 telephone conversations, for example, revealed with horror that only 2240 separate words were used in the course of all of them, which amounted to no more than 10 percent of the words heretofore considered fairly commonplace in English. Worse, the most frequently used words of all were “I” and “me.”

On a more positive note, the telephone was promoted — perchance a bit excessively — as the Great Leveler which would allow the proverbial little people to communicate directly with the movers and shakers of the world, just as Twitter and its ilk sometimes are today. An Ohioan with the delightfully folksy name of Abe Pickens took this lesson to heart, attempting to call up Francisco Franco, Benito Mussolini, Neville Chamberlain, Emperor Hirohito, and Adolf Hitler among others to give them a piece of his mind. He reportedly did manage to get himself connected directly to Hitler at one point, but Pickens spoke no German and Hitler spoke no English; the baffled Führer quickly fobbed his interlocutor off on an aide. Sadly, Pickens did not succeed in preventing World War II.

Even by this late date, the telephone had not yet annihilated its more static predecessor the telegraph. Western Union’s tacit bargain with Bell Telephone of 1878 — you take telephony, we’ll take telegraphy — could still be construed as a wise move on the part of both, in that both companies were still hugely powerful and hugely profitable. The field of journalism remained completely in thrall to telegraphy, as did large swaths of government and business. During the war to come, telegraphy would provide a precious lifeline to loved ones back home for countless soldiers serving in faraway places where telephones couldn’t reach. Still, the telegraph had now become a legacy technology, destined only for stagnation and gradual decline. The future lay in telephony.

This sprawling amalgamation of transmitters, receivers, lines, switches, and gates was one of the wonders of its world — so wondrous that it can still inspire awe when we step back to really think about it today. You could pick up a phone at any arbitrary location and, by dialing some numbers and perhaps talking with an operator or two, make a connection with any arbitrary other phone elsewhere in your country — or in many cases elsewhere on your continent or even planet. And then you could chat with the person who answered that other phone as if the two of you were sitting together in the same parlor. If you ask me, this is amazing — still amazing.

The technological web which allowed such interconnections was arguably the most complex thing yet created by human ingenuity — so complex that no one fully understood all of its nooks and crannies. The fact that it actually worked was flabbergasting, the fact  that it did so less than a century after Samuel Morse had first figured out how to send single bursts of electronic current down a single wire nothing short of mind-blowing. When we look at it today, when we think about its bustling dynamism, its little packets of conversation and meaning flying to and fro, it’s easy to see it as a sort of massive cyber-organic computer, doing the work of the world. If most contemporary people weren’t discussing the telephone network in those terms, it was because half of the analogy literally didn’t yet exist for them: the concept of an “anything machine” in the form of a programmable computer, while by no means a new one in some academic and intellectual circles, was still a foreign one to the general public.

But it wasn’t foreign to a young man named Claude Shannon.



[image: ]Anything but a stuffy academic, Claude Shannon was one of the archetypes of the playful hacker spirit which would fully emerge at MIT during the postwar years. “When researchers at the Massachusetts Institute of Technology or Bell Laboratories had to leap aside to let a unicycle pass,” writes James Gleick in The Information, “that was Claude Shannon.”


Shannon had grown up on a farm in rural Michigan, tinkering with homemade telegraphs that repurposed barbed-wire fences for communication. After taking a bachelor degree in electrical engineering and mathematics from the University of Michigan, he came to the Massachusetts Institute of Technology as a 20-year-old prodigy in 1936, having been personally recruited by Dean of Engineering Vannevar Bush to work on the Differential Analyzer, a 100-ton semi-programmable analog calculating machine designed to relieve the grunt work of solving complex mathematical problems. Inside Shannon’s fecund mind, the Differential Analyzer collided with his abiding interest in telegraphy and telephony and his memories of a class he had taken in Michigan on symbolic logic, and out popped “A Symbolic Analysis of Relays and Switching Circuits,” a paper which has been called “the most important master’s thesis of the twentieth century.”

Within his thesis, Shannon presented a plan for an electro-mechanical computer built around the digital logic of ones and zeroes — a machine far more flexible than the likes of the Differential Analyzer, yet one that required only the off-the-shelf equipment of telephony rather than the many bespoke wheels and gears of its gargantuan steampunk inspiration. Shannon’s pivotal insight was that switches on a circuit could not only route information but constitute information: an open switch could indicate a one, a closed switch a zero, and everything else could be built up from there. Abstract logic could be rendered concrete in circuitry: “Any operation that can be completely described in a finite number of steps using the words ‘if,’ ‘or,’ ‘and,’ etc., can be done automatically with relays.” I should hasten to clarify that the only way to reprogram one of Shannon’s hypothetical computers was to physically rewire it — effectively to remake it into a brand new machine. And again, it was still at bottom an electro-mechanical rather than a purely electrical device. Still, it was a major milestone on the road to the modern digital computer.

The technologies of telephony would continue to be repurposed to suit the needs of the burgeoning field of computing in the years that followed. The vacuum tubes that served American Bell so well for so long, for example, found a new application at the heart of the first programmable digital computers of the postwar era. And that technology in turn gave way to another one first developed for telephony: the transistor, which was invented at Bell Labs in 1947 and went on to become, as John Brooks wrote in 1976, “the key to modern electronics,” facilitating everything from hearing aids to the Moon landing. The transistor also lay behind the first wave of truly widespread institutional computing, over the two decades prior to the arrival of personal computers on the scene in the late 1970s.

But these developments, important though they are, are not the main reason I’ve chosen to tell the story of the analog technologies of the telegraph and telephone on a site about the history of digital culture. I’ve rather done so because computer engineers did more than borrow from the tool kits of the electrical-communications infrastructure of their day: they also came to borrow the existing communication networks themselves. This was the result of an insight which seems so self-evident as to be almost banal once it has been grasped, but which took the brilliant mind of Claude Shannon to appreciate and articulate for the first time: the fact that an electric current which could carry the dots and dashes of Morse code or the sound of a human voice could be made to carry any kind of information. This simple realization was the key that opened the door to the Internet.

(Sources: the books Alexander Graham Bell and the Conquest of Solitude by Robert V. Bruce, Telephone: The First Hundred Years by John Brooks, Good Connections: A Century of Service by the Men and Women of Southwestern Bell by David G. Park Jr., From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman, The Information by James Gleick, The Dream Machine by M. Mitchell Waldrop, and The Practical Telephone Exchange Handbook by Joseph Poole. Online sources include Bob’s Old Phones by Bob Estreich, “Telephone History” by Tom Farley, “Telephone Switches” by Mark Csele, “The Strowger Telecomms Page” of SEG Communications, and “Today in History: The First Transatlantic Phone Call” by Priscilla Escobedo for UTA Libraries.)

 Footnotes[+]

 Footnotes  



 	↑1 	Even at the time of its inception, the name behind the acronym was anomalous if not meaningless, given that AT&T had no holdings in telegraphy; AT&T was content to leave that monopoly to Western Union. The name is perhaps best explained as a warning shot across Western Union’s bows, in case it should ever feel tempted to reenter the telephone market…




  
 


		
	
		
			
				Comments

				31 Responses 
			


						
		
						
				Matt Campbell			

			
				March 18, 2022 at 6:59 pm			

			
				
				I know this was tangential, but:

> (When was the last time a computer, smartphone, or GPS gadget spoke to you in a male voice?)

All the time, on both my PC and my Mac. The default for screen readers for the blind has historically been, and largely still is, a male voice, or at least an artificial voice in a typically male pitch range. Maybe that’s because we were early adopters of speech synthesis, and the early robotic voices sounded better at lower pitches. But even today, on Windows 10 and macOS Monterey, the built-in screen reader uses a natural-sounding, but still male, voice. On mobile platforms though, the screen readers use a female voice by default, at least in US English.

				


			

			

	
		
		
						
				Alianora La Canta			

			
				March 25, 2022 at 2:57 pm			

			
				
				I can confirm that on Windows, the default voice is “Microsoft Sam” and has been since Windows 2000. Since the visual novel I’m developing reads all text by default, defaults to whatever the system has set as that voice, and is developed on a Windows computer, it means I hear Sam a lot during testing…

However, female voices are quite popular as optional voices, and as a general rule, the devices whose core concepts were invented in the 21st century (smartphones, speaking exercise watches and the like) are more likely to have female voices than items with their main roots in the 20th century (things like desktop computers and speech augment assistance). Some of this appears to be an attempt to appeal to women, and also to make the products sound friendlier and/or show off the increased ability to produce more flexible sounds.

				


			

			

	





		
		
						
				LeeH			

			
				March 18, 2022 at 7:19 pm			

			
				
				> Sadly, Pickins did not succeed in preventing World War II.

This got a literal LOL out of me. Thanks, Jimmy :D

				


			

			

	

		
		
						
				Richard G Brown			

			
				March 18, 2022 at 9:07 pm			

			
				
				Fascinating article – thank you.  But was it really Thomas *J* Watson? The legendary IBM Chairman kept his part in the telephony revolution quiet!

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 8:16 am			

			
				
				Woops! Should be Thomas *A* Watson. Thanks!

				


			

			

	





		
		
						
				Lars			

			
				March 18, 2022 at 10:21 pm			

			
				
				> In front of another assemblage in San Fransisco, Bell’s old friend and helper Thomas J.

> Watson answered him. “Yes, Mr. Bell. I hear you perfectly. Do you hear me well?”

Surely, this is Thomas A. Watson, sayeth the guy who used to work for IBM (and looking at part 5).

				


			

			

	

		
		
						
				Stormcrash			

			
				March 18, 2022 at 10:26 pm			

			
				
				While not raw telegraphy, AT&T did directly compete with Western Union in telegraphy’s more advanced form, the Teletype. The Teletype/Teleprinter being an essentially improved telegraph where a machine encodes and decodes the symbol rather than an operator manually outputting and listening to the encoding, both AT&T (TWX – TypeWiter eXchange) and Western Union (Telex) operated teletype networks that were arranged like the telephone system but electrically distinct from it. 

AT&T owned the Teletype Corportation which developed and manufactured many of these heirs to the telegraph key, and the central offices which handled teletype services were still equipped with telegraph keys and could speak morse when needs must. The first commercial modem, The Bell 101, had as one of its original use cases being hooked up to a teletype to transmit over more ordinary toll lines instead of only dedicated TWX lines

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 8:26 am			

			
				
				Slight edit made. Thanks!

				


			

			

	





		
		
						
				Fredrik Arnerup			

			
				March 19, 2022 at 7:51 am			

			
				
				An example of early telephone madness:

https://en.m.wikipedia.org/wiki/Old_Stockholm_telephone_tower

				


			

			

	

		
		
						
				Buck			

			
				March 19, 2022 at 10:02 am			

			
				
				As far as routing is concerned, the telephone network wasn’t really that different from telegraphy. It was routed via fixed curcuits, and once a connection was made, all data travelled the same path. Even ATM, a network protocol defined in the late 1980s by the “telephone people” (ITU), still showed a lot of that circuit switched thinking. I went to university in the late 90s/early 2000s and still learned and taught the ATM protocol, but by then it was becoming clear that the internet protocol would eventually replace it in pretty much every area. That makes it even more fascinating to read about the beginnings.

Also very much looking forward towards reading more about Claude Shannon.

				


			

			

	

		
		
						
				Aula			

			
				March 19, 2022 at 2:29 pm			

			
				
				“Among other things, attenuation explains why sounds traveling through the air are louder closer to their source.”

No, it doesn’t. Acoustic attenuation in air is negligible for any sound that humans can hear; it becomes relevant only at much higher frequencies. The reason a sound becomes quieter as you move away from the source is that the energy that the source emits gets spread out over the surface area of a sphere of increasing radius, while the area of your eardrums stays the same, so that the amount of energy that actually reaches your ears decreases.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 2:42 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Hadean			

			
				March 19, 2022 at 2:31 pm			

			
				
				Amazing series of articles!  Has been so fun to read about this point in history and all the personalities (and can’t wait to purchase the book/ebook?).

Just to double check, is it Abe Pickens instead of Pickins?  Google tells me the former, but your sources might be correct (as opposed to circular reporting in newspapers).

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 2:44 pm			

			
				
				I’m not at home just at the moment to confirm it, but the online sources are probably correct. Thanks!

				


			

			

	





		
		
						
				VeronicaConnor			

			
				March 19, 2022 at 3:53 pm			

			
				
				Wonderful as always, Jimmy.

I think your take on the switch from male to female telephone operators is missing the larger context, though. The boys were unruly and rude, but rather than teaching them that they couldn’t behave that way, they were replaced with women who were already conditioned to be submissive and demure in society. Female voices then became “more comforting” due to custom created by this entrenched institutional sexism, not because of some biological basis of female voices. The way you’ve written it makes the events sound inevitable, but in fact male privilege made it so. Boys were allowed to behave as they wished and the undesirable work was placed on the women instead, which then led to this being the norm that nobody ever questions anymore.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 5:38 pm			

			
				
				I don’t really disagree with your analysis, but I think we can allow readers a bit of space to come to their own conclusions about these things.

				


			

			

	





		
		
						
				Andrew Pam			

			
				March 19, 2022 at 4:39 pm			

			
				
				I learned a new word today!  “Wringed” is apparently an archaic form of “wrung”.  Also, “four and a half year” is missing the plural “s”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 4:43 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Leo Vellés			

			
				March 19, 2022 at 7:58 pm			

			
				
				“The first system for letting letting any one telephone on a large network communicate…”.

A double “letting” there.

Also, when you mention the nationality of any given person, you use an uppercase letter “Serbian”,”Italian”, “Scottish”, etc.(there was one more but I can’t remember where). Is that common in the english language? In spanish we use the lowercase for a nationality; the uppercase for the first letter we use it only to refer to a country, as I surmise all languages do

				


			

			

	
		
		
						
				Jimmy Maher			

			
				March 19, 2022 at 8:50 pm			

			
				
				Yes, nationalities are capitalized in English even when used in their adjective form. Thanks!

				


			

			

	





		
		
						
				Gnoman			

			
				March 20, 2022 at 7:31 am			

			
				
				“Shannon had grown up on a farm in rural Michigan, tinkering with homemade telegraphs that repurposed barbed-wire fences for communication. ”

With no intent to disparage Shannon in any way, given his later contributions, this is a stunning image of the progression of technology. In only fifty-ish years, the telegraph went from something that required some of the world’s greatest minds and the support of the governments of Great Powers to a toy that a farmboy could build.

“This sprawling amalgamation of transmitters, receivers, lines, switches, and gates was one of the wonders of its world — so wondrous that it can still inspire awe when we step back to really think about it today. You could pick up a phone at any arbitrary location and, by dialing some numbers and perhaps talking with an operator or two, make a connection with any arbitrary other phone elsewhere in your country — or in many cases elsewhere on your continent or even planet. And then you could chat with the person who answered that other phone as if the two of you were sitting together in the same parlor. If you ask me, this is amazing — still amazing.”

This is a great understatement, even if the later Internet dwarfs even that epochal accomplishment.

				


			

			

	
		
		
						
				Lisa H.			

			
				March 22, 2022 at 7:47 pm			

			
				
				In only fifty-ish years, the telegraph went from something that required some of the world’s greatest minds and the support of the governments of Great Powers to a toy that a farmboy could build.


This kinda happened with computers too.

				


			

			

	





		
		
						
				Ross			

			
				March 21, 2022 at 10:18 pm			

			
				
				Sadly, I believe research has shown that male listeners will on average reject a female voice if it is meant to be presenting objective scientific information, and will reject a male voice if it is giving them instructions.

				


			

			

	
		
		
						
				Alianora La Canta			

			
				March 25, 2022 at 3:01 pm			

			
				
				Which leads to an interesting dilemma for tech support service desks, which typically have to have the same voice provide both! (In practice, men and women are both capable of being accepted by the majority of listeners provided they have sufficient training in customer service and the technologies they support… …and the listener has a positive reason to make an effort to listen).

				


			

			

	





		
		
						
				Nikolai Kondrashov			

			
				March 22, 2022 at 7:31 pm			

			
				
				Wonderful series! Thank you, Jimmy!

An entertaining (but unflattering) video on Lee De Forest by “Kathy Loves Physics”: https://youtu.be/xV1I_tQtkEI

Also, if anyone wants a great read on Bell Labs, and Claude Shannon in particular, check out “The Idea Factory” – a classic!

				


			

			

	

		
		
						
				Steve McCrea			

			
				April 30, 2022 at 8:21 pm			

			
				
				Fascinating series!

The transistor was invented in 1947, not 1948.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 1, 2022 at 9:52 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Eric Nyman			

			
				May 13, 2022 at 4:20 pm			

			
				
				Herbert Hoover didn’t replace Calvin Coolidge as President of the USA until 1929.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 13, 2022 at 7:42 pm			

			
				
				Ah, he was still Secretary of Commerce at that time. Thanks!

				


			

			

	





		
		
						
				Mantipath			

			
				June 23, 2022 at 7:47 pm			

			
				
				“AT&T and American Bell may very well have extended their telephone empire to television in the next decade”

Since it didn’t happen this is “might very well”, not “may very well”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				June 23, 2022 at 8:20 pm			

			
				
				Either usage is acceptable. “May” may express possibility or permission, “might” only possibility. ;)

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 7: Computers On the Wire

				April 8, 2022
			

The world’s first digital network actually predates the world’s first computer, in the sense that we understand the word “computer” today.

It began with a Bell Labs engineer named George Stibitz, who worked on the electro-mechanical relays that were used to route telephone calls. One evening in late 1937, he took a box of parts home with him and started to put together on his kitchen table a contraption that distinctly resembled the one that Claude Shannon had recently described in his MIT master’s thesis. By the summer of the following year, it worked well enough that Stibitz took it to the office to show it around. In a testament to the spirit of freewheeling innovation that marked life at Bell Labs, his boss promptly told him to take a break from telephone switches and see if he could turn it into a truly useful calculating machine. The result emerged fifteen months later as the Complex Computer, made from some 450 telephone relays and many other off-the-shelf parts from telephony’s infrastructure. It was slow, as all machines of its electro-mechanical ilk inevitably were: it took it about one minute to multiply two eight-digit numbers together. And it was not quite as capable as the machine Shannon had described in print: it had no ability to make decisions at branch points, only to perform rote calculations. But it worked.

It is a little unclear to what extent the Complex Computer was derived from Shannon’s paper. Stibitz gave few interviews during his life. To my knowledge he never directly credited Shannon as his inspiration, but neither was he ever quizzed in depth about the subject. It strikes me as reasonable to grant that his initial explorations may have been entirely serendipitous, but one has to assume that he became aware of the Shannon paper after the Complex Computer became an official Bell Labs project; the paper was, after all, being widely disseminated and discussed at that time, and even the most cursory review of existing literature would have turned it up.

At any rate, another part of the Complex Computer project most definitely was completely original. Stibitz’s managers wanted to make the machine available to Bell and AT&T employees working all over the country. At first glance, this would have to entail making a lot more Complex Computers, at considerable cost, and even though the individual offices that received them would only need to make use of them occasionally. Might there be a better way, Stibitz wondered. Might it be possible to let the entire country share a single machine instead?

Stibitz enlisted a more experienced switching engineer named Samuel B. Williams, who figured out how to connect the Complex Computer to a telegraph line. By this point, telegraphy’s old manually operated Morse keys had been long since replaced by teletype machines that looked and functioned like typewriters, doing the grunt work of translating letters into Morse Code for the operator; similarly, the various arcane receiving mechanisms of old had been replaced by a teleprinter.

The world’s first digital network made its debut in September of 1940, at a meeting of the American Mathematical Society that was held at Dartmouth College in New Hampshire. The attendees were given the chance to type out mathematical problems on the teletype, which sent them up the line as Morse Code to the Complex Computer installed at Bell Labs’s facilities in New York City. The latter translated the dots and dashes of Morse Code into numbers, performed the requested calculations, and sent the results back to Dartmouth, where they duly appeared on the teleprinter. The tectonic plates subtly shifted on that sunny September afternoon, while the assembled mathematicians nodded politely, with little awareness of the importance of what they were witnessing. The computer networks of the future would be driven by a binary code known as ASCII rather than Morse Code, but the principle behind them would be the same.

As it happened, Stibitz and Williams never took their invention much further; it never did become a part of Bell’s everyday operations. The war going on in Europe was already affecting research priorities everywhere, and was soon to make the idea of developing a networked calculating device simply for the purpose of making civilian phone networks easier to install and repair seem positively quaint. In fact, the Complex Computer was destined to go down in history as the last of its breed: the last significant blue-sky advance in American computing for a long time to come that wasn’t driven by the priorities and the funding of the national-security state.

That reality would give plenty of the people who worked in the field pause, for their own worldviews would not always be in harmony with those of the generals and statesmen who funded their projects in the cause of winning actual or hypothetical wars, with all the associated costs in human suffering and human lives. Nevertheless, as a consequence of this (Faustian?) bargain, the early-modern era of computers and computer networks in the United States is almost the polar opposite of that of telegraphy and telephony in an important sense: rather than being left to the private sphere, computing at the cutting edge became a non-profit, government-sponsored activity. The ramifications of this were and remain enormous, yet have become so embedded in the way we see computing writ large that we seldom consider them. Government funding explains, for example, why the very concept of a modern digital computer was never locked up behind a patent like the telegraph and the telephone were. Perhaps it even explains in a roundabout way why the digital computer has no single anointed father figure, no equivalent to a Samuel Morse or Alexander Graham Bell — for the people who made computing happen were institutionalists, not lone-wolf inventors.

Most of all, though, it explains why the World Wide Web, when it finally came to be, was designed to be open in every sense of the word, easily accessible from any computer that implements its well-documented protocols. Even today, long after the big corporations have moved in, a spirit of egalitarianism and idealism underpins the very technical specifications that make the Internet go. Had the moment when the technology was ripe to create an Internet not corresponded with the handful of decades in American history when the federal government was willing and able to fund massive technological research projects of uncertain ultimate benefit, the world we live in would be a very different place.



[image: ]Programming ENIAC.


There is plenty of debate surrounding the question of the first “real” computer in the modern sense of the word, with plenty of fulsome sentiment on display from the more committed partisans. Some point to the machines built by Konrad Zuse in Nazi Germany in the midst of World War II, others to the ones built by the British code breakers at Bletchley Park around the same time. But the consensus, establishment choice has long been and still remains the American “Electronic Numerical Integrator and Calculator,” or ENIAC. It was designed primarily by the physicist John Mauchly and the electrical engineer J. Presper Eckert at the University of Pennsylvania, and was funded by the United States Army for the purpose of calculating the ideal firing trajectories of artillery shells. Because building it was largely a process of trial and error from the time that the project was officially launched on June 1, 1943, it is difficult to give a precise date when ENIAC “worked” for the first time. It is clear, however, that it wasn’t able to do the job the Army expected of it until after the war that had prompted its creation was over. ENIAC wasn’t officially accepted by the Army until July of 1946.

ENIAC’s claim to being the first modern computer rests on the fact that it was the first machine to combine two key attributes: it was purely electrical rather than electro-mechanical —  no clanking telephone relays here! — and it was Turing complete. The latter quality requires some explanation.

First defined by the British mathematician and proto-computer scientist Alan Turing in the 1930s, the phrase “Turing complete” describes a machine that is able to store numerical data in internal memory of some sort, perform calculations and transformations upon that data, and make conditional jumps in the program it is running based upon the results. Anyone who has ever programmed a computer of the present day is familiar with branching decision points such as BASIC’s “if, then” construction — if such-and-such is the case, then do this — as well as loops such as its “for, next” construction, which are used to repeat sections of a program multiple times. The ability to write such statements and see them carried out means that one is working on a Turing-complete computer. ENIAC was the first purely electrical computer that could deal with the contemporary equivalent of “if, then” and “for, next” statements, and thus the patriarch of the billions more that would follow.

That said, there are ways in which ENIAC still fails to match our expectations of a computer — not just quantitatively, in the sense that it was 80 feet long, 8 feet tall, weighed 30 tons, and yet could manage barely one half of one percent of the instructions per second of an Apple II from the dawn of the personal-computing age, but qualitatively, in the sense that ENIAC just didn’t function like we expect a computer to do.

For one thing, it had no real concept of software. You “programmed” ENIAC by physically rewiring it, a process that generally consumed far more time than did actually running the program thus created. The room where it was housed looked like nothing so much as a manual telephone exchange from the old days, albeit on an enormous scale; it was a veritable maze of wires and plugboards. Perhaps we shouldn’t be surprised to learn, then, that its programmers were mostly women, next-generation telephone operators who wandered through the machine’s innards with clipboards in their hands, remaking their surroundings to match the schematics on the page.

Another distinction between ENIAC and what came later is more subtle, but in its way even more profound. If you were to ask the proverbial person on the street what distinguishes a computer program from any other form of electronic media, she would probably say something about its “interactivity.” The word has become inescapable, the defining adjective of the computer age: “interactive fiction,” “interactive learning,” “interactive entertainment,” etc. And yet ENIAC really wasn’t so interactive at all. It operated under what would later become known as the “batch-processing” model. After programming it — or, if you like, rewiring it — you fed it a chunk of data, then sat back and waited however long it took for the result to come out the metaphorical other side of the pipeline. And then, if you wished, you could feed it some more data, to be massaged in exactly the same way. Ironically, this paradigm is much closer to the literal meaning of the word “computer” than the one with which we are familiar; ENIAC was a device for computing things. No more and no less. This made it useful, but far from the mind-expanding anything machine that we’ve come to know as the computer.

Thus the story of computing in the decade or two after ENIAC is largely that of how these two paradigms — programming by rewiring and batch processing — were shattered to yield said anything machine. The first paradigm fell away fairly quickly, but the second would persist for years in many computing contexts.
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In November of 1944, when ENIAC was still very much a work in progress, it was visited by John von Neumann. After immigrating to the United States from Hungary more than a decade earlier, von Neumann had become one of the most prominent intellectuals in the country, an absurdly accomplished mathematician and all-around genius for all seasons, with deep wells of knowledge in everything from atomic physics to Byzantine history. He was, writes computer historian M. Mitchell Waldrop, “a scientific superstar, the very Hollywood image of what a scientist ought to be, up to and including that faint, delicious touch of a Middle European accent.” A man who hobnobbed routinely with the highest levels of his adopted nation’s political as well as scientific establishment, he was now attached to the Manhattan Project that was charged with creating an atomic bomb before the Nazis could manage to do so. He came to see ENIAC in that capacity, to find out whether it or a machine like it might be able to help himself and his colleagues with the fiendishly complicated calculations that were part and parcel of their work.

Truth be told, he was somewhat underwhelmed by what he saw that day. He was taken aback by the laborious rewiring that programming ENIAC entailed, and judged the machine to be far too balky and inflexible to be of much use on the Manhattan Project.

But discussion about what the next computer after ENIAC ought to be like was already percolating, so much so that Mauchly and Eckert had already given the unfunded, entirely hypothetical machine a catchy acronym: EDVAC, for “Electronic Discrete Variable Automatic Computer.” Von Neumann decided to throw his own hat into the ring, to offer up his own proposal for what EDVAC should be. Written betwixt and between his day job in the New Mexico desert, the resulting document laid out five abstract components of any computer. There must be a way of inputting data and a way of outputting it. There must be memory for storing the data, and a central arithmetic unit for performing calculations upon it. And finally, there must be a central control unit capable of executing programmed instructions and making conditional jumps.

But the paper’s real stroke of genius was its description of a new way of carrying out this programming, one that wouldn’t entail rewiring the computer. It should be possible, von Neumann wrote, to store not only the data a program manipulated in memory but the program itself. This way new programs could be input just the same way as other forms of data. This approach to computing — the only one most of us are familiar with — is sometimes called a “von Neumann machine” today, or simply a “stored-program computer.” It is the reason that, writes M. Mitchell Waldrop, the anything machine sitting on your desk today “can transform itself into the cockpit of a fighter jet, a budget projection, a chapter of a novel, or whatever else you want” — all without changing its physical form one iota.

Von Neumann began to distribute his paper, labeled a “first draft,” in late June of 1945, just three weeks before the Manhattan Project conducted the first test of an atomic bomb. The paper ignited a brouhaha that will ring all too familiar to readers of earlier articles in this series. Mauchly and Eckert had already resolved to patent EDVAC in order to exploit it for commercial purposes. They now rushed to do so, whilst insisting that the design had included the stored-program idea from the start, that von Neumann had in fact picked it up from them. Von Neumann himself begged to differ, saying it was all his own conception and filing a patent application of his own. Then the University of Pennsylvania entered the fray as well, saying it automatically owned any invention conceived by its employees as part of their duties. The whole mess was yet further complicated by the fact that the design of ENIAC, from which much of EDVAC was derived, had been funded by the Army, and was still considered classified.

Embedded Javascript removed for eBook.[1]Inevitably, that wasn’t quite the end of it. Mauchly and Eckert continued their quest to win the patent they thought was their due, and were finally granted it at the rather astonishingly late date of 1964, by which time they were associated with the Sperry Rand Corporation, a maker of mainframes and minicomputers. But this victory only ignited another legal battle, pitting Sperry Rand against virtually every other company in the computer industry, who were not eager to start paying one of their competitors a royalty on every single computer they made. The patent was thrown out once and for all in 1973, primarily on the familiar premise that Von Neumann’s paper constituted prior disclosure.

Mauchly and Eckert had left the University of Pennsylvania in a huff by the time the Army’s lawyers made their decision. Without its masterminds, the EDVAC project suffered delay after delay. By the time it was finally done in 1952, it did sport stored programs, but its thunder had been stolen by other computers that had gotten there first.



[image: ]The Whirlwind computer in testing, circa 1950. Jay Forrester is second from left, Robert Everett the man standing by his side.


The first stored-program computer to be actually built was known as the Manchester Mark I, after the University of Manchester in Britain that was its home. It ran its first program in April of 1949, a landmark moment in the proud computing history of Britain, which stretches back to such pioneers as Charles Babbage and Ada Lovelace. But this series of articles is concerned with how the World Wide Web came to be, and that is primarily an American story prior to its final stages. So, I hope you will forgive me if I continue to focus on the American scene. More specifically, I’d like to turn to the Whirlwind, the first stored-program all-electrical computer to be built in the United States — and, even more importantly, the first to break away from the batch-processing paradigm.

The Whirlwind had a long history behind it by the time it entered regular service at MIT in April of 1951. It had all begun in December of 1944, when the Navy had asked MIT to build it a new flight simulator for its trainees, one that could be rewired to simulate the flight characteristics of any present or future model of aircraft. The task was given to Jay Forrester, a 26-year-old engineering graduate student who would never have been allowed near such a project if all of his more senior colleagues hadn’t been busy with other wartime tasks. He and his team struggled for months to find a way to meet the Navy’s expectations, with little success. Somewhat to his chagrin, the project wasn’t cancelled even after the war ended. Then, one afternoon in October of 1945, in the course of a casual chat on the front stoop of Forrester’s research lab, a representative of the Navy brass mentioned ENIAC, and suggested that a digital computer like that one might be the solution to his problems. Forrester took the advice to heart. “We are building a digital computer!” he barked to his bewildered team just days later.

Forrester’s chief deputy Robert Everett would later admit that they started down the road of what would become known as “real-time computing” only because they were young and naïve and had no clue what they were getting into. For all that it was the product of ignorance as much as intent, the idea was nevertheless an audacious conceptual leap for computing. A computer responsible for running a flight simulator would have to do more than provide one-off answers to math problems at its own lackadaisical pace. It would need to respond to a constant stream of data about the state of the airplane’s controls, to update a model of the world in accord with that data, and provide a constant stream of feedback to the trainee behind the controls. And it would need to do it all to a clock, fast enough to give the impression of real flight. It was a well-nigh breathtaking explosion of the very idea of what a computer could be — not least in its thoroughgoing embrace of interactivity, its view of a program as a constant feedback loop of input and output.

The project gradually morphed from a single-purpose flight simulator to an even more expansive concept, an all-purpose digital computer that would be able to run a variety of real-time interactive applications. Like ENIAC before it, the machine which Forrester and Everett dubbed the Whirlwind was built and tested in stages over a period of years. In keeping with its real-time mission statement, it ended up doing seven times as many instructions per second as ENIAC, mostly thanks to a new type of memory — known as “core memory” — invented by Forrester himself for the project.

In the midst of these years of development, on August 29, 1949, the Soviet Union tested its first atomic bomb, creating panic all over the Western world; most intelligence analysts had believed that the Soviets were still years away from such a feat. The Cold War began in earnest on that day, as all of the post-World War II dreams of a negotiated peace based on mutual enlightenment gave way to one based on the terrifying brinkmanship of mutually assured destruction. The stakes of warfare had shifted overnight; a single bomb dropped from a single Soviet aircraft could now spell the end of millions of American lives. Desperate to protect the nation against this ghastly new reality, the Air Force asked Forrester whether the Whirlwind could be used to provide a real-time picture of American airspace, to become the heart of a control center which kept track of friendlies and potential enemies 24 hours per day. As it happened, the project’s other sponsors had been growing impatient and making noises about cutting their funding, so Forrester had every motivation to jump on this new chance; the likes of flight simulation was entirely forgotten for the time being. On April 20, 1951, as its first official task, the newly commissioned Whirlwind successfully tracked two fighter planes in real time.

Satisfied with that proof of concept, the Air Force offered to lavishly fund a Project Lincoln that would build upon what had been learned from the Whirlwind, with the mission of protecting the United States from Soviet bombers at any cost — almost literally, given the sum of money the Air Force was willing to throw at it. It began in November of 1951, with Forrester in charge.

Whatever its implications about the gloomy state of the world, Project Lincoln was a truly visionary technological project, enough so as to warm the cockles of even a peacenik engineer’s heart. Soviet bombers, if they came someday, were expected to come in at low altitudes in order to minimize their radar exposure. This created a tremendous logistical problem. Even if the Air Force built enough radar stations to spot all of the aircraft before they reached their targets — a task it was willing to undertake despite the huge cost of it — there would be very little time to coordinate a response. Enter the Semi-Automatic Ground Environment (SAGE); it was meant to provide that rapid coordination, which would be impossible by any other means. Data from hundreds of radar stations would pour into its control centers in real time, to be digested by a computer and displayed as a single comprehensible strategic map on the screens of operators, who would then be able to deploy fighters and ground-based antiaircraft weapons as needed in response, with nary a moment’s delay.

All of this seems old hat today, but it was unprecedented at the time. It would require computers whose power must dwarf even that of the Whirlwind. And it would also require something else: each computer would need to be networked to all the radar stations in its sector, and to its peers in other control centers. This was a staggering task in itself. To appreciate why Jay Forrester and his people thought they had a ghost of a chance of bringing it off, we need to step back from the front lines of the Cold War for a moment and check in with an old friend.



[image: ]Claude Shannon in middle age, after he had become a sort of all-purpose public intellectual for the press to trot out for big occasions. He certainly looked the part…


Claude Shannon had left MIT to work for Bell Labs on various military projects during World War II, and had remained there after the end of the war. Thus when he published the second earthshaking paper of his career in 1948, he did so in the pages of the Bell System Technical Journal.

“A Mathematical Theory of Communication” belies its name to some extent, in that it can be explained in its most basic form without recourse to any mathematics at all. Indeed, it starts off so simply as to seem almost childish. Shannon breaks the whole of communication — of any act of communication — into seven elements, six of them proactive or positive, the last one negative. In addition to the message itself, there are the “source,” the person or machine generating the message; the “transmitter,” the device which encodes the message for transport and sends it on its way; the “channel,” the medium over which the message travels; the “receiver,” which decodes the message at the other end; and the “destination,” the person or machine which accepts and comprehends the message. And then there is “noise”: any source of entropy that impedes the progress of the message from source to destination or garbles its content. Let’s consider a couple of examples of Shannon’s framework in action.

[image: ]

One of the oldest methods of human communication is direct speech. Here the source is a person with something to say, the transmitter the mouth with which she speaks, the channel the air through which the resulting sound waves travel, the receiver the ear of a second person, and the destination that second person herself. Noise in the system might be literal background or foreground noise such as another person talking at the same time, or a wind blowing in the wrong direction, or sheer distance.

We can break telegraphy down in the same way. Here the source is the operator with a message to send, the transmitter his Morse key or teletype, the channel the wire over which the Morse Code travels, the receiver an electromagnet-actuated pencil or a teleprinter, and the destination the human operator at the other end of the wire. Noise might be static on the line, or a poor signal caused by a weak battery or something else, or any number of other technical glitches.

But if we like we can also examine the process of telegraphy from a greater remove. We might prefer to think of the source as the original source of the message — say, a soldier overseas who wants to tell his fiancée that he loves her. Here the telegraph operator who sends the message is in a sense a part of the transmitter, while the operator who receives the message is indeed a part of the receiver. The girl back home is of course the destination. When using this scheme, we consider the administration of telegraph stations and networks also to be a part of the overall communications process. In this conception, then, strictly human mistakes, such as a message dropped under a desk and overlooked, become a part of the noise in the system. Shannon provides us, in other words, with a framework for conceptualizing communication at whatever level of granularity might happen to suit our current goals.

Notably absent in all of this is any real concern over the content of the message being sent. Shannon treats content with blithe disinterest, not to say contempt. “The ‘meaning’ of a message is generally irrelevant,” he writes. “The fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point. [The] semantic aspects of communication are irrelevant to the engineering problem.” Rather than content or meaning, Shannon is interested in what he calls “information,” which is related to the actual meaning of the message but not quite the same thing. It is rather the encoded form the meaning takes as it passes down the channel.

And here Shannon clearly articulated an idea of profound importance, one which network engineers had been groping toward for some time: any channel is ultimately capable of carrying any type of content — text, sound, still or moving images, computer code, you name it. It’s just a matter of having an agreed-upon protocol for the transmitter and receiver to use to package it into information at one end and then unpack it at the other.

In practical terms, however, some types of content take longer to send over any given channel than others; while a telegraph line could theoretically be used to transmit video, it would take so long to send even a single frame using its widely spaced dots and dashes that it is effectively useless for the purpose, even though it is perfectly adequate for sending text as Morse Code. Some forms of content, that is to say, are denser than others, require more information to convey. In order to quantify this, one needs a unit for measuring quantities of information itself. This Shannon provides, in the form of a single on-or-off state — a yes or a no, a one or a zero. “The units may be called binary digits,” he writes, “or, more briefly, bits.”

And so a new word entered the lexicon. An entire universe of meaning can be built out of nothing but bits if you have enough of them, as our modern digital world proves. But some types of channel can send more bits per second than others, which makes different channels more or less suitable for different types of content.

There is still one more thing to consider: the noise that might come along to corrupt the information as it travels from transmitter to receiver. A message intended for a human is actually quite resistant to noise, for our human minds are very good at filling in gaps and working around mistakes in communication. A handful of garbled characters seldom destroys the meaning of a textual message for us, and we are equally adept at coping with a bad telephone connection or a static-filled television screen. Having a lot of noise in these situations is certainly not ideal, but the amount of entropy in the system has to get pretty extreme before the process of communication itself breaks down completely.

But what of computers? Shannon was already looking forward to a world in which one computer would need to talk directly to another, with no human middleman. Computers cannot use intuition and experience to fill in gaps and correct mistakes in an information stream. If they are to function, they need every single message to reach them in its original, pristine state. But, as Shannon well realized, some amount of noise is a fact of life with any communications channel. What could be done?

What could be done, Shannon wrote, was to design error correction into a communication protocol. The transmitter could divide the information to be sent into packets of fixed length. After sending a packet, it could send a checksum, a number derived from performing a series of agreed-upon calculations on the bits in the packet. The receiver at the other end of the line would then be expected to perform the same set of calculations on the information it had received, and compare it with the transmitter’s checksum. If the numbers matched, all must be well; it could send an “okay” back to the transmitter and wait on the next packet. But if the numbers didn’t match, it knew that noise on the channel must have corrupted the information. So, it would ask the transmitter to try sending the last packet again. It was in essence the same principle as the one that had been employed on Claude Chappe’s optical-telegraph networks of 150 years earlier.

To be sure, there were parameters in the scheme to be tinkered with on a situational basis. Larger packets, for example, would be more efficient on a relatively clean channel that gave few problems, smaller ones on a noisy channel where re-transmission was often necessary. Meanwhile the larger the checksum and more intense the calculations done to create it, the more confident one could be that the information really had been received correctly, that the checksums didn’t happen to match by mere coincidence. But this extra insurance came with a price of its own, in the form of the extra computing horsepower required to generate the more complex checksums and the extra time it took to send them down the channel. It seemed that success in digital communications was, like success in life, a matter of making wise compromises.

Two years after Shannon published his paper, another Bell Labs employee by the name of R.W. Hamming published “Error Detecting and Error Correcting Codes” in the same journal. It made Shannon’s abstractions concrete, laying out in careful detail the first practical algorithms for error detection and correction on a digital network, using checksums that would become known as “Hamming codes.”

Even before Hamming’s work came along to complement it, Shannon’s paper sent shock waves through the nascent community of computing, whilst inventing at a stroke a whole new field of research known as “information theory.” The printers of the Bell System Technical Journal, accustomed to turning out perhaps a few hundred copies for internal distribution through the company, were swamped by thousands of requests for that particular issue. Many of those involved with computers and/or communications would continue to speak of the paper and its author with awe for the rest of their lives. “It was like a bolt out of the blue, a really unique thing,” remembered a Bell Labs researcher named John Pierce. “I don’t know of any other theory that came in a complete form like that, with very few antecedents or history.” “It was a revelation,” said MIT’s Oliver Selfridge. “Around MIT the reaction was, ‘Brilliant! Why didn’t I think of that?’ Information theory gave us a whole conceptual vocabulary, as well as a technical vocabulary.” Word soon spread to the mainstream press. Fortune magazine called information theory that “proudest and rarest [of] creations, a great scientific theory which could profoundly and rapidly alter man’s view of the world.” Scientific American proclaimed it to encompass “all of the procedures by which one mind may affect another. [It] involves not only written and oral speech, but also music, the pictorial arts, the theatre, the ballet, and in fact all human behavior.” And that was only the half of it: in the midst of their excitement, the magazine’s editors failed to even notice its implications for computing.

And those implications were enormous. The fact was that all of the countless digital networks of the future would be built from the principles first described by Claude Shannon. Shannon himself largely stepped away from the table he had so obligingly set. A playful soul who preferred tinkering to writing or working to a deadline, he was content to live off the prestige his paper had brought him, accepting lucrative seats on several boards of directors and the like. In the meantime, his theories were about to be brought to vivid life by Project Lincoln.
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In their later years, many of the mostly young people who worked on Project Lincoln would freely admit that they had had only the vaguest notion of what they were doing during those halcyon days. Having very little experience with the military or aviation among their ranks, they extrapolated from science-fiction novels, from movies, and from old newsreel footage of the command-and-control posts whence the Royal Air Force had guided defenses during the Battle of Britain. Everything they used in their endeavors had to be designed and made from whole cloth, from the input devices to the display screens to the computers behind it all, which were to be manufactured by a company called IBM that had heretofore specialized in strictly analog gadgets (typewriters, time clocks, vote recorders, census tabulators, cheese slicers). Fortunately, they had effectively unlimited sums of money at their disposal, what with the Air Force’s paranoid sense of urgency. The government paid to build a whole new complex to house their efforts, at Laurence G. Hanscom Airfield, about fifteen miles away from MIT proper. The place would become known as Lincoln Lab, and would long outlive Project Lincoln itself and the SAGE system it made; it still exists to this day.

AT&T — who else? — was contracted to set up the communications lines that would link all of the individual radar stations into control centers scattered all over the country, and in turn link the latter together with one another; it was considered essential not to have a single main control center which, if knocked out of action, could take the whole system down with it. The lines AT&T provided were at bottom ordinary telephone connections, for nothing better existed at the time. No matter; an engineer named John V. Harrington took Claude Shannon’s assertion that all information is the same in the end to heart. He made something called a “modulator/de-modulator”: a gadget which could convert a stream of binary data into a waveform and send it down a telephone line when it was playing the role of transmitter, or convert one of these waveforms back into binary data when it was playing the role of receiver, all at the impressive rate of 1300 bits per second. Its name was soon shortened to “modem,” and bits-per-second to “baud,” borrowing a term that had earlier been applied to the dots and dashes of telegraphy. Combined with the techniques of error correction developed by Shannon and R.W. Hamming, Harrington’s modems would become the basis of the world’s first permanent wide-area computer network.

At a time when the concept of software was just struggling into existence as an entity separate from computer hardware, the SAGE system would demand programs an order of magnitude more complex than anyone had ever attempted before — interactive programs that must run indefinitely and respond constantly to new stimuli, not mere algorithms to be run on static sets of data. In the end, SAGE would employ more than 800 individual programmers. Lincoln Lab created the first tools to separate the act of programming from the bare metal of the machine itself, introducing assemblers that could do some of the work of keeping track of registers, memory locations, and the like for the programmer, to allow her to better concentrate on the core logic of her task. Lincoln Lab’s official history of the project goes so far as to boast that “the art of computer programming was essentially invented for SAGE.”

In marked contrast to later years, programmers themselves were held in little regard at the time; hardware engineers ruled the roost. With no formal education programs in the discipline yet in existence, Lincoln Lab was willing to hire anyone who could get a security clearance and pass a test of basic reasoning skills. A substantial percentage of them wound up being women.

Among the men who came to program for SAGE was Severo Ornstein, a geologist who would go on to a notable career in computing over the following three decades. In his memoir, he captures the bizarre mixture of confusion and empowerment that marked life with SAGE, explaining how he was thrown in at the deep end as soon as he arrived on the job.


It seemed that not only was an operational air-defense program lacking, but the overall system hadn’t yet been fully designed. The OP SPECS (Operational Specifications) which defined the system were just being written, and, with no more background in air defense than a woodchuck, I was unceremoniously handed the task of writing the Crosstelling Spec. What in God’s name was Crosstelling? The only thing I knew about it was that it came late in the schedule, thank heavens, after everything else was finished.

It developed that the country was divided into sectors, and that the sectors were in turn divided into sub-sectors (which were really the operational units) with a Direction Center at the heart of each. Since airplanes, especially those that didn’t belong to the Air Force (or even the U.S.), could hardly be forbidden from crossing between sub-sectors, some coordination was required for handing over the tracking of planes, controlling of interceptors, etc., between the sub-sectors. This function was called Crosstelling, a name inherited from an earlier manual system in which human operators followed the tracks of aircraft on radar screens and coordinated matters by talking to one another on telephones. Now it had somehow fallen to me to define how this coordination should be handled by computers, and then to write it all down in an official OP SPEC with a bright-red cover stamped SECRET.

I was horrified. Not only did I feel incapable of handling the task, but what was to become of a country whose Crosstelling was to be specified by an ignoramus like me? My number-two daughter was born at about that time, and for the first time I began to fear for my children’s future…


Embedded Javascript removed for eBook.Dr. Strangelove.[2]That film’s title character was partially based on John Von Neumann, who after his work on the Manhattan Project and before his untimely death from cancer in 1957 became as strident a Cold Warrior as they came. “I believe there is no such thing as saturation,” he once told his old Manhattan Project boss Robert Oppenheimer. “I don’t think any weapon can be too large.” Many have attributed his bellicosity to his pain at seeing the Iron Curtain come down over his homeland of Hungary, separating him from friends and family forever.

Thankfully for all of us, the system was never subjected to a real trial by fire. Would it have actually worked? Most military experts are doubtful — as, indeed, were many of the architects of SAGE after all was said and done. Severo Ornstein, for his part, says bluntly that “I believe SAGE would have failed utterly.” During a large-scale war game known as Operation Sky Shield which was carried out in the early 1960s, SAGE succeeded in downing no more than a fourth of the attacking enemy bombers. All of the tests conducted after that fiasco were, some claim, fudged to one degree or another.

But then, the fact is that SAGE was already something of a white elephant on the day the very first control center went into operation; by that point the principal nuclear threat was shifting from bombers to ballistic missiles, a form of attack the designers had not anticipated and against which their system could offer no real utility. For all its cutting-edge technology, SAGE thus became a classic example of a weapon designed to fight the last war rather than the next one. Historian Paul N. Edwards has noted that the SAGE control centers were never placed in hardened bunkers, which he believes constitutes a tacit admission on the part of the Air Force that they had no chance of protecting the nation from a full-on Soviet first nuclear strike. “Strategic Air Command,” he posits, “intended never to need SAGE warning and interception; it would strike the Russians first. After SAC’s hammer blow, continental air defenses would be faced only with cleaning up a weak and probably disorganized counter-strike.” There is by no means a consensus that SAGE could have managed to coordinate even that much of a defense.

But this is not to say that SAGE wasn’t worth it. Far from it. Bringing so many smart people together and giving them such an ambitious, all-encompassing task to accomplish in such an exciting new field as computing could hardly fail to yield rich dividends for the future. Because so much of it was classified for so long, not to mention its association with passé Cold War paranoia, SAGE’s role in the history of computing — and especially of networked computing — tends to go underappreciated. And yet many of our most fundamental notions about what computing is and can be were born here. Paul N. Edwards credits SAGE and its predecessor the Whirlwind computer with inventing:



	magnetic-core memory

	video displays

	light guns [what we call light pens today]

	the first effective algebraic computer language

	graphic display techniques

	simulation techniques

	synchronous parallel logic (digits transmitted simultaneously rather than serially through the computer)

	analog-to-digital and digital-to-analog conversion techniques

	digital data transmission over telephone lines

	duplexing

	multiprocessing

	networks (automatic data exchange among different computers)



Readers unfamiliar with computer technology may not appreciate the extreme importance of these developments to the history of computing. Suffice it to say that much-evolved versions of all of them remain in use today. Some, such as networking and graphic displays, comprise the very backbone of modern computing.


M. Mitchell Waldrop elaborates in a more philosophical mode:

SAGE planted the seeds of a truly powerful idea, the notion that humans and computers working together could be far more effective than either working separately. Of course, SAGE by itself didn’t get us all the way to the modern idea of personal computers being used for personal empowerment; the SAGE computers were definitely not “personal,” and the controllers could use them only for that one, tightly constrained task of air defense. Nonetheless, it’s no coincidence that the basic setup still seems so eerily familiar. An operator watching his CRT display screen, giving commands to a computer via a keyboard and a handheld light gun, and sending data to other computers via a digital communications link: SAGE may not have been the technological ancestor of the modern PC, mouse, and network, but it was definitely their conceptual and spiritual ancestor.


So, ineffective though it probably was as a means of national defense, the real legacy of SAGE is one of swords turning into plowshares. Consider, for example, its most direct civilian progeny.



[image: ]SAGE in operation. For a quarter of a century, hundreds of Air Force Personnel were to be found sitting in antiseptic rooms like this one at any given time, peering at their displays in case something showed up there. It’s one way to make a living…


One day in the summer of 1953, long before any actual SAGE computers had been built, a senior IBM salesman who was privy to the project, whose name was R. Blair Smith, chanced to sit next to another Smith on a flight from Los Angeles to New York City. This other Smith was none other than Cyrus Rowlett Smith, the president of American Airlines.

Blair Smith had caught the computer fever, and believed that they could be very useful for airline reservations. Being a salesman, he didn’t hesitate to tell his seatmate all about this as soon as he learned who he was. He was gratified to find his companion receptive. “Now, Blair,” said Cyrus Smith just before their airplane landed, “our reservation center is at LaGuardia Airport. You go out there and look it over. Then you write me a letter and tell me what I should do.”

In his letter, Blair Smith envisioned a network that would bind together booking agents all over the country, allowing them to search to see which seats were available on which flights and to reserve them instantly for their customers. Blair Smith:

We didn’t know enough to call it anything. Later on, the word “Sabre” was adopted. By the way, it was originally spelled SABER — the only precedent we had was SAGE. SAGE was used to detect incoming airplanes. Radar defined the perimeter of the United States and then the information was signaled into a central computer. The perimeter data was then compared with what information they had about friendly aircraft, and so on. That was the only precedent we had. When the airline system was in research and development, they adopted the code name SABER for “Semi-Automatic Business Environment Research.” Later on, American Airlines changed it to Sabre.


Beginning in 1960, Sabre was gradually rolled out over the entire country. It became the first system of its kind, an early harbinger of the world’s networked future. Spun off as an independent company in 2000, it remains a key part of the world’s travel infrastructure today, when the vast majority of the reservations it accepts come from people sitting behind laptops and smartphones.

Sabre and other projects like it led to the rise of IBM as the virtually unchallenged dominant force in business computing from the middle of the 1950s until the end of the 1980s. But even as systems like Sabre were beginning to demonstrate the value of networked computing in everyday life, another, far more expansive vision of a networked world was taking shape in the clear blue sky of the country’s research institutions. The computer networks that existed by the start of the 1960s all operated on the “railroad” model of the old telegraph networks: a set of fixed stations joined together by fixed point-to-point links. What about a computer version of a telephone network instead — a national or international network of computers all able to babble happily together, with one computer able to call up any other any time it wished? Now that would really be something…

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton; From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman, The Information by James Gleick, The Dream Machine by M. Mitchell Waldrop, The Closed World: Computers and the Politics of Discourse in Cold War America by Paul N. Edwards, Project Whirlwind: The History of a Pioneer Computer by Kent C. Redmond and Thomas M. Smith, From Whirlwind to MITRE: The R&D Story of the SAGE Air Defense Computer by Kent C. Redmond and Thomas N. Smith, The SAGE Air Defense System: A Personal History by John F. Jacobs, A History of Modern Computing (2nd ed.) by Paul E. Ceruzzi, Computing in the Middle Ages by Severo M. Ornstein, and Robot: Mere Machine to Transcendent Mind by Hans Moravec. Online sources include Lincoln Lab’s history of SAGE and the Charles Babbage Institute’s interview with R. Blair Smith.)

 Footnotes[+]

 Footnotes  



 	↑1 	Inevitably, that wasn’t quite the end of it. Mauchly and Eckert continued their quest to win the patent they thought was their due, and were finally granted it at the rather astonishingly late date of 1964, by which time they were associated with the Sperry Rand Corporation, a maker of mainframes and minicomputers. But this victory only ignited another legal battle, pitting Sperry Rand against virtually every other company in the computer industry, who were not eager to start paying one of their competitors a royalty on every single computer they made. The patent was thrown out once and for all in 1973, primarily on the familiar premise that Von Neumann’s paper constituted prior disclosure.




 	↑2 	That film’s title character was partially based on John Von Neumann, who after his work on the Manhattan Project and before his untimely death from cancer in 1957 became as strident a Cold Warrior as they came. “I believe there is no such thing as saturation,” he once told his old Manhattan Project boss Robert Oppenheimer. “I don’t think any weapon can be too large.” Many have attributed his bellicosity to his pain at seeing the Iron Curtain come down over his homeland of Hungary, separating him from friends and family forever.
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				Defining “Turing complete” for a non-technical audience is always difficult, but I’d note that “if/then/else” isn’t sufficient for Turing completeness.  Douglas Hofstadter’s BlooP, for instance, has conditional statements but still isn’t Turing-complete.

Also, pedants will tell you that ENIAC isn’t Turing complete because no real-world computer is–it’s a theoretical model of computation that requires unlimited memory, and there’s only a finite amount space.  Personally I don’t think that’s a problem, that outside of a Computer Science textbook “is theoretically Turing-complete assuming infinite resources” is a reasonable short-hand, but it’s something to be aware of.
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				I added a footnote. For obvious reasons, I’d rather not get too down in the weeds on this, and I don’t really think it’s necessary. In most real-contexts, the “if/then/else” rule of thumb is a sufficient test, especially when we’re applying it to hardware rather than a programming language, and it’s something anyone with just a bit of familiarity with programming can easily grasp. Thanks!
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				For programming languages, a sufficient definition of Turing-completeness is either “if/then/else and loops” or “if/then and goto” (you don’t need either the “else” part or loop statements if you can jump arbitrarily). However, neither definition makes any sense for hardware; in that case, the correct definition is that a piece of hardware is Turing complete if it has conditional jumps.
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				Yes, I want to second this. The “if-then-else” definition of Turing

completeness is seriously wrong, and risks confusing people. Conditional jumps

(“if this, then continue from this instruction”) is a good simple way to

explain the key idea.
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				That’s still not right. If-then gives you the ability to jump forward, but that’s not good enough; you need to be able to jump backwards as well. If you really want to keep it as simple as possible, remove the if-then thing altogether and say that a Turing-complete programming language needs to have *loops* since that’s the essential distinguishing feature.
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				The thing is, we’re not really so interested in Turing-complete programming languages. We’re rather interested in Turing-complete hardware, which is defined — in my understanding at least — by the ability to do conditional branches (making it hardware which can *support* a Turing-complete programming language). “If, then” is just a way of explaining that to a non-technical reader for whom the phrase “conditional branch” might not immediately cause bells to go off. I’m assuming that most readers have probably dabbled in BASIC or the like at some point in their lives.

				


			

			

	
		
		
						
				Aula			

			
				April 10, 2022 at 4:21 am			

			
				
				“in my understanding at least”

Well, that’s the issue; your understanding isn’t quite right. Whether we are talking about programming languages or hardware, Turing-completeness needs the ability to jump back to an earlier point in code, and a non-technical reader will absolutely not grasp that if you just mention if-then. In terms of BASIC, it’s GOTO that makes it Turing-complete, not IF-THEN. Or to put it facetiously, it’s the ability to get stuck in an infinite loop that defines Turing-completeness.

				


			

			

	

		
		
						
				Jimmy Maher			

			
				April 10, 2022 at 7:12 am			

			
				
				Okay, that’s helpful. I hope we’ve got it now. I stole your bit about infinite loops. ;) Thanks!

				


			

			

	

		
		
						
				Buck			

			
				April 10, 2022 at 8:02 am			

			
				
				In non-technical terms, Turing-complete means that a language/instruction set can compute everything that is computable (and something is computable if it can be computed by a Turing machine, but that is getting technical again). It’s possible to create a Turing-complete, single-instruction computer, with the instruction “substract and jump if less than zero”. If we assume arithmetic as given, the conditional (non-resticted) jump is indeed the important element.

A machine that always terminates eventually cannot be Turing-complete, but I’m not sure if the reverse is also true (an abstract counterexample would be a language that has just infinite loops, but does nothing else). Your definition of Turing-completeness with conditional branches seems perfectly fine to me. When translating it into BASIC terms, why not just use GOTO in addition to if-then? It’s the programming language equivalent to conditional branches, and I’m sure more people are familiar with GOTO than with FOR NEXT. Who hasn’t written code like 100 PRINT “HELLO” 200 GOTO 100 when starting with BASIC?

(There are perfectly normal applications for infinite loops, btw – webservers, threadpools, the software that keeps a plane flying, …)

				


			

			

	

		
		
						
				Jimmy Maher			

			
				April 10, 2022 at 9:45 am			

			
				
				I’m a little reluctant to lean on goto because, while it was indeed a fixture of the 8-bit BASICs many of us grew up with, its use is frowned upon in more recent implementations of the language, if they even allow it at all. I try not to make too many assumptions about readers’ backgrounds. Many readers who think of BASIC may think Visual BASIC first, not Commodore BASIC 2.0 or Applesoft BASIC. 

I nixed the parenthetical about infinite loops, since it seems we may not be quite sure about that. Pity; I kind of liked that bit. ;) Thanks!

				


			

			

	





























		
		
						
				Peter Olausson			

			
				April 8, 2022 at 7:29 pm			

			
				
				“Baud” is frequently misunderstood. It’s not bps but symbols per second. If the symbols transmitted come in two states – which I assume was the case to begin with – they are equal to bits, and indeed baud = bits per second. If, however, a symbol can have four states, it represents 2 bits, and 1 baud = 2 bps. Eight states means 1 baud = 3 bps … And so on.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 8, 2022 at 8:44 pm			

			
				
				In telegraphy, it simply referred to the number of dots and dashes coming down the wire — generally from a teletype rather than a human-operated Morse key, since any human operator would presumably struggle to transmit at much more than baud. The first modems used simple on/off states effectively equivalent to dots and dashes, so I think this explanation is sufficient for our purposes.

				


			

			

	





		
		
						
				Rowan Lipkovits			

			
				April 8, 2022 at 9:54 pm			

			
				
				“enough so as to warm the cackles of even a peacenik engineer’s heart”

It’s an odd expression, but I believe the word usually used there is “cockles”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 9, 2022 at 7:09 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Martin			

			
				April 9, 2022 at 8:37 pm			

			
				
				Does the Complex Computer still exist? Are there any pictures of it?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 10, 2022 at 7:16 am			

			
				
				Not to be my knowledge, no. The only place I found it described in any detail is The Dream Machine by M. Mitchell Waldrop (a superb book, by the way.)

				


			

			

	

		
		
						
				Ethan Johnson			

			
				April 10, 2022 at 6:36 pm			

			
				
				The CHM has a photo purportedly from 1939 which I assume would be the most directly related device to the Complex Computer as such. There are a few photos of the teletype though this may be the only one of the telephone-relay computer.

https://www.computerhistory.org/revolution/birth-of-the-computer/4/85

				


			

			

	





		
		
						
				Goatmeal			

			
				April 9, 2022 at 8:48 pm			

			
				
				“After immigrating from Hungary more than a decade earlier, von Neumann…”

Should that be ’emigrating’ ?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 10, 2022 at 7:21 am			

			
				
				That leaves it a bit too open-ended in a where-did-he-end-up sense, but then so did my original sentence. Fixed it in another way. Thanks!

				


			

			

	





		
		
						
				Andrew Pam			

			
				April 10, 2022 at 4:59 am			

			
				
				“the principals first described by Claude Shannon” – typo for “principles”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 10, 2022 at 7:22 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Leo Vellés			

			
				April 11, 2022 at 3:54 pm			

			
				
				“If you were the ask the proverbial person on the street what distinguishes a computer program from any other form of electronic media”.

Shouldn’t be “If you were TO ask…”?

By the way, I suppose the delay of one week for this post is justified by the result, it was a long but nevertheless a very entertaining and informative read. Loving this series so far…and learning a lot too (for example, what bit meant)

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 11, 2022 at 3:57 pm			

			
				
				Yes. Thanks!

				


			

			

	





		
		
						
				Gnoman			

			
				April 11, 2022 at 11:48 pm			

			
				
				I’ve heard it said that “why didn’t I think of that” is the greatest expression of brilliance, because it means that you’ve not only come up with something genuinely new and clever (else somebody would have thought of it) but have explained it so well that others can grasp the concept very easily (else they wouldn’t think they should have thought of it). I suppose this is a principle of limited applicability, given how overconfident people tend to be in their self analysis, but when that reaction is coming from certified geniuses in their own right it probably fits.

				


			

			

	

		
		
						
				Doug Orleans			

			
				April 13, 2022 at 8:12 pm			

			
				
				I’m friends with a few people who have worked at Lincoln Lab, and they will sometimes correct you if you say “Lincoln Labs” (plural). Its correct name is Lincoln Lab, singular (as opposed to Bell Labs, which is correctly plural).

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 14, 2022 at 8:39 am			

			
				
				I didn’t know that. Thanks!

				


			

			

	





		
		
						
				Pauli Ojala			

			
				April 14, 2022 at 11:50 pm			

			
				
				The performance comparisons you mention for ENIAC and Whirlwind seem seriously off.

ENIAC had a 5 kHz clock speed and could do 0.00289 MIPS according to this source: https://eniacday.org/eniac-trivia

The MOS 6502 CPU in the Apple II ran at approximately 1 MHz and 0.5 MIPS. That’s 173x faster.

According to Wikipedia, the Whirlwind could do 20k operations per second, or 0.02 MIPS.

The Motorola 68000 in the original Mac was rated at 1.4 MIPS — seventy times faster than the Whirlwind.

Fundamentally it’s not really possible for a computer built out of vacuum tubes to be as fast as a microprocessor. Shorter physical connections are faster.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 15, 2022 at 6:09 am			

			
				
				I got all of those figures from supplementary online materials for the book Robot: Mere Machine to Transcendent Mind by Hans Moravec: https://frc.ri.cmu.edu/~hpm/book97/ch3/processor.list.txt. He lists .00289 MIPS for ENIAC, .0694 for Whirlwind, .02 for the Apple II, and .52 for the first-generation Macintosh. It looks like only the numbers for ENIAC are correct. I wondered a bit about that when I wrote the article; it did seem awfully generous to the ENIAC and Whirlwind. But I never revisited it. I should have listened to my instinct.

Since there is obviously more that goes into overall computing potential than raw instructions per second, I think Moravec may have been doing some other calculations, perhaps factoring in memory capacity or something. But if so, I can’t find it explained anywhere.

Anyway, thanks!

				


			

			

	
		
		
						
				Pauli Ojala			

			
				April 15, 2022 at 1:51 pm			

			
				
				You’re welcome!

I love your blog, have been a reader and supporter for years. These long detours around computing history are such fascinating context for the classic gaming and digital media articles.

				


			

			

	









		
		
						
				Larry Farr			

			
				April 22, 2022 at 2:46 pm			

			
				
				The word ‘sense’ should be here instead

‘when it finally came to be, was designed to be open in every since of the word,’\

Always enjoy your take on things

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 22, 2022 at 2:57 pm			

			
				
				A post-publication edit gone wrong. ;) Thanks!

				


			

			

	





		
		
						
				Mikko			

			
				April 28, 2022 at 3:58 pm			

			
				
				Thank you for this series!

“Presper and Eckert had already given the unfunded, entirely hypothetical machine a catchy”

and several other places should probably be either

“Presper Eckert” or “Mauchly and Eckert”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 28, 2022 at 4:10 pm			

			
				
				Thanks!
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				jalapeno_dude			

			
				May 29, 2022 at 8:09 am			

			
				
				The acronym SAGE enters abruptly about halfway through the article with no explanation, and in fact I had to go to Wikipedia to learn that it stood for Semi-Automatic Ground Environment. Perhaps a sentence or two got inadvertently deleted?

				


			

			

	
		
		
						
				jalapeno_dude			

			
				May 29, 2022 at 8:43 am			

			
				
				I see now that SAGE is defined in the 2012 article on the roots of Infocom which is linked to in the next part of this series, but, uh, while I did read that article, it was closer to 2012 then the present when I did…

				


			

			

	

		
		
						
				Jimmy Maher			

			
				May 29, 2022 at 6:27 pm			

			
				
				Woops. That must have gotten lost in editing. Thanks!

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 8: The Intergalactic Computer Network

				April 22, 2022
			

One could make a strong argument for the manned Moon landing and the Internet as the two greatest technological achievements of the second half of the twentieth century. Remarkably, the roots of both reach back to the same event — in fact, to the very same American government agency, hastily created in response to that event.



[image: ]A replica of the Sputnik 1 satellite, the source of the beep heard round the world.


At dawn on October 5, 1957, a rocket blasted off from southern Kazakhstan. Just under half an hour later, at an altitude of about 140 miles, it detached its payload: a silver sphere the size of a soccer ball, from which four antennas extended in vaguely insectoid fashion. Sputnik 1, the world’s first artificial satellite, began to send out a regular beep soon thereafter.

It became the beep heard round the world, exciting a consternation in the West such as hadn’t been in evidence since the first Soviet test of an atomic bomb eight years earlier. In many ways, this panic was even worse than that one. The nuclear test of 1949 had served notice that the Soviet Union had just about caught up with the West, prompting a redoubled effort on the part of the United States to develop the hydrogen bomb, the last word in apocalyptic weaponry. This effort had succeeded in 1952, restoring a measure of peace of mind. But now, with Sputnik, the Soviet Union had done more than catch up to the Western state of the art; it had surpassed it. The implications were dire. Amateur radio enthusiasts listened with morbid fascination to the telltale beep passing overhead, while newspaper columnists imagined the Soviets colonizing space in the name of communism and dropping bombs from there on the heads of those terrestrial nations who refused to submit to tyranny.

The Soviets themselves proved adept at playing to such fears. Just one month after Sputnik 1, they launched Sputnik 2. This satellite had a living passenger: a bewildered mongrel dog named Laika who had been scooped off the streets of Moscow. We now know that the poor creature was boiled alive in her tin can by the unshielded heat of the Sun within a few hours of reaching orbit, but it was reported to the world at the time that she lived fully six days in space before being euthanized by lethal injection. Clearly the Soviets’ plans for space involved more than beeping soccer balls.

These events prompted a predictable scramble inside the American government, a circular firing squad of politicians, bureaucrats, and military brass casting aspersions upon one another as everyone tried to figure out how the United States could have been upstaged so badly. President Dwight D. Eisenhower delivered a major address just four days after Laika had become the first living Earthling to reach space (and to die there). He would remedy the crisis of confidence in American science and technology, he said, by forming a new agency that would report directly to the Secretary of Defense. It would be called the Advanced Research Projects Agency, or ARPA. Naturally, its foremost responsibility would be the space race against the Soviets.

But this mission statement for ARPA didn’t last very long. Many believed that to treat the space race as a purely military endeavor would be unwise; far better to present it to the world as a peaceful, almost utopian initiative, driven by pure science and the eternal human urge to explore. These cooler heads eventually prevailed, and as a result almost the entirety of ARPA’s initial raison d’être was taken away from it in the weeks after its formal creation in February of 1958. A brand new, civilian space agency called the National Aeronautics and Space Administration was formed to carry out the utopian mission of space exploration — albeit more quickly than the Soviets, if you please. ARPA was suddenly an agency without any obvious reason to exist. But the bills to create it had all been signed and office space in the Pentagon allocated, and so it was allowed to shamble on toward destinations that were uncertain at best. It became just another acronym floating about in the alphabet soup of government bureaucracy.

Big government having an inertia all its own, it remained that way for quite some time. While NASA captured headlines with the recruitment of its first seven human astronauts and the inauguration of a Project Mercury to put one of them into space, ARPA, the agency originally slated to have all that glory, toiled away in obscurity with esoteric projects that attracted little attention outside the Pentagon. ARPA had nothing whatsoever to do with computing until mid-1961. At that point — as the nation was smarting over the Soviets stealing its thunder once again, this time by putting a man into space before NASA could — ARPA was given four huge IBM mainframes, leftovers from the SAGE project which nobody knew what to do with, for their hardware design had been tailored for the needs of SAGE alone. The head of ARPA then was a man named Jack Ruina, who just happened to be an electrical engineer, and one who was at least somewhat familiar with the latest developments in computing. Rather than looking a gift horse — or a white elephant — in the mouth, he decided to take his inherited computers as a sign that this was a field where ARPA could do some good. He asked for and was given $10 million per year to study computer-assisted command-and-control systems — basically, for a continuation of the sort of work that the SAGE  project had begun. Then he started looking around for someone to run the new sub-agency. He found the man he felt to be the ideal candidate in one J.C.R. Licklider.



[image: ]J.C.R. Licklider


Lick was probably the most gifted intuitive genius I have ever known. When I would finally come to Lick with the proof of some mathematical relation, I’d discover that he already knew it. He hadn’t worked it out in detail. He just… knew it. He could somehow envision the way information flowed, and see relations that people who just manipulated the mathematical symbols could not see. It was so astounding that he became a figure of mystery to the rest of us. How the hell does Lick do it? How does he see these things? Talking with Lick about a problem amplified my own intelligence about 30 IQ points.

— William J. McGill, colleague of J.C.R. Licklider at MIT



Joseph Carl Robnett Licklider is one of history’s greatest rarities, a man who changed the world without ever making any enemies. Almost to a person, no one who worked with him had or has a bad word to say about him — not even those who stridently disagreed with him about the approach to computing which his very name came to signify. They prefer to wax rhapsodic about his incisive intellect, his endless good humor, his incomparable ability to inspire and motivate, and perhaps most of all his down-to-earth human kindness — not exactly the quality for which computer brainiacs are most known. He was the kind of guy who, when he’d visit the office soda machine, would always come back with enough Cokes for everyone. When he’d go to sharpen a pencil, he’d ask if anyone else needed theirs sharpened as well. “He could strike up a conversation with anybody,” remembered a woman named Louise Carpenter Thomas who worked with him early in his career. “Waitresses, bellhops, janitors, gardeners… it was a facility I marveled at.”

“I can’t figure it out,” she once told a friend. “He’s too… nice.” She soon decided he wasn’t too good to be true after all; she became his wife.

“Lick,” as he was universally known, wasn’t a hacker in the conventional sense. He was rather the epitome of a big-picture guy. Uninterested in the details of administration of the agencies he ostensibly led and not much more interested in those of programming or engineering at the nitty-gritty level, he excelled at creating an atmosphere that allowed other people to become their best selves and then setting a direction they could all pull toward. One might be tempted to call him a prototype of the modern Silicon Valley “disruptor,” except that he lacked the toxic narcissism of that breed of Steve Jobs wannabees. In fact, Lick was terminally modest. “If someone stole an idea from him,” said his wife Louise, “I’d pound the table and say it’s not fair, and he’d say, ‘It doesn’t matter who gets the credit. It matters that it gets done.'”

His unwillingness to blow his own horn is undoubtedly one of the contributing factors to Lick’s being one of the most under-recognized of computing’s pioneers. He published relatively little, both because he hated to write and because he genuinely loved to see one of his protegees recognized for fleshing out and popularizing one of his ideas. Yet the fact remains that his vision of computing’s necessary immediate future was actually far more prescient than that of many of his more celebrated peers.

To understand that vision and the ways in which it contrasted with that of some of his colleagues, we should begin with Lick’s background. Born in 1915 in St. Louis, Missouri, the son of a Baptist minister, he grew up a boy who was good at just about everything, from sports to mathematics to auto mechanics, but already had a knack for never making anyone feel jealous about it. After much tortured debate and a few abrupt changes of course at university, he finally settled on studying psychology, and was awarded his master’s degree in the field from St. Louis’s Washington University in 1938. According to his biographer M. Mitchell Waldrop, the choice of majors made all the difference in what he would go on to do.

Considering all that happened later, Lick’s youthful passion for psychology might seem like an aberration, a sideline, a long diversion from his ultimate career in computers. But in fact, his grounding in psychology would prove central to his very conception of computers. Virtually all the other computer pioneers of his generation would come to the field in the 1940s and 1950s with backgrounds in mathematics, physics, or electrical engineering, technological orientations that led them to focus on gadgetry — on making the machines bigger, faster, and more reliable. Lick was unique in bringing to the field a deep appreciation for human beings: our capacity to perceive, to adapt, to make choices, and to devise completely new ways of tackling apparently intricate problems. As an experimental psychologist, he found these abilities every bit as subtle and as worthy of respect as a computer’s ability to execute an algorithm. And that was why to him, the real challenge would always lie in adapting computers to the humans who used them, thereby exploiting the strengths of each.


Still, Lick might very well have remained a “pure” psychologist if the Second World War hadn’t intervened. His pre-war research focus had been the psychological processes of human hearing. After the war began, this led him to Harvard University’s Psycho-Acoustic Laboratory, where he devised technologies to allow bomber crews to better communicate with one another inside their noisy airplanes. Thus he found the focus that would mark the rest of his career: the interaction between humans and technology. After moving to MIT in 1950, he joined the SAGE project, where he helped to design the user interface — not that the term yet existed! — which allowed the SAGE ground controllers to interact with the display screens in front of them; among his achievements here was the invention of the light pen. Having thus been bitten by the computing bug, he moved on in 1957 to Bolt Beranek and Newman, a computing laboratory and think tank with close ties to MIT.

He was still there in 1960, when he published perhaps the most important of all his rare papers, a piece entitled “Man-Computer Symbiosis,” in the journal Transactions on Human Factors in Electronics. In order to appreciate what a revolutionary paper it was, we should first step back to look at the view of computing to which it was responding.

The most typical way of describing computers in the mass media of the time was as “giant brains,” little different in qualitative terms from those of humans. This conception of computing would soon be all over pop culture — for example, in the rogue computers that Captain Kirk destroyed on almost a monthly basis on Star Trek, or in the computer HAL 9000, the villain of 2001: A Space Odyssey. A large number of computer researchers who probably ought to have known better subscribed to a more positive take on essentially the same view. Their understanding was that, if artificial intelligence wasn’t yet up to human snuff, it was only a matter of time. These proponents of “strong AI,” such as Stanford University’s John McCarthy and MIT’s own Marvin Minsky, were already declaring by the end of the 1950s that true computer consciousness was just twenty years away. (This would eventually lead to a longstanding joke in hacker culture, that strong AI is always exactly two decades away…) Even such an undeniable genius as Alan Turing, who had been dead six years already when Lick published his paper, had spent much effort devising a “Turing test” that could serve as a determiner of true artificial intelligence, and had attempted to teach a computer to play chess as a sort of opening proof of concept.

Lick, on the other hand, well recognized that to use the completely deterministic and algorithm-friendly game of chess for that purpose was not quite honest; a far better demonstration of artificial intelligence would be a computer that could win at poker, what with all of the intuition and social empathy that game required. But rather than chase such chimeras at all, why not let computers do the things they already do well and let humans do likewise, and teach them both to work together to accomplish things neither could on their own? Many of computing’s leading theorists, Lick implied, had developed delusions of grandeur, moving with inordinate speed from computers as giant calculators for crunching numbers to computers as sentient beings in their own right. They didn’t have to become the latter, Lick understood, to become one of the most important tools humanity had ever invented for itself; there was a sweet spot in between the two extremes. He chose to open his paper with a metaphor from the natural world, describing how fig trees are pollinated by the wasps which feed upon their fruit. “The tree and the insect are thus heavily interdependent,” he wrote. “The tree cannot reproduce without the insect; the insect cannot eat without the tree; they constitute not only a viable but a productive and thriving partnership.” A symbiosis, in other words.

A similar symbiosis could and should become the norm in human-computer interactions, with the humans always in the cat-bird seat as the final deciders — no Star Trek doomsday scenarios here.

[Humans] will set the goals and supply the motivations. They will formulate hypotheses. They will ask questions. They will think of mechanisms, procedures, and models. They will define criteria and serve as evaluators, judging the contributions of the equipment and guiding the general line of thought. The information-processing equipment, for its part, will convert hypotheses into testable models and then test the models against the data. The equipment will answer questions. It will simulate the mechanisms and models, carry out the procedures, and display the results to the operator. It will transform data, plot graphs. [It] will interpolate, extrapolate, and transform. It will convert static equations or logical statements into dynamic models so that the human operator can examine their behavior. In general, it will carry out the routinizable, clerical operations that fill the intervals between decisions.


Perchance in a bid not to offend his more grandiose colleagues, Lick did hedge his bets on the long-term prospects for strong artificial intelligence. It might very well arrive at some point, he said, although he couldn’t say whether that would take ten years or 500 years. Regardless, the years before its arrival “should be intellectually and creatively the most exciting in the history of mankind.”

In the end, however, even Lick’s diplomatic skills would prove insufficient to smooth out the differences between two competing visions of computing. By the end of the 1960s, the argument would literally split MIT’s computer-science research in two. One part would become the AI Lab, dedicated to artificial intelligence in its most expansive form; the other, known as the Dynamic Modeling Group, would take its mission statement as well as its name almost verbatim from Lick’s 1960 paper. For all that some folks still love to talk excitedly and/or worriedly of a “Singularity” after which computer intelligence will truly exceed human intelligence in all its facets, the way we actually use computers today is far more reflective of J.C.R. Licklider’s vision than that of Marvin Minsky or John McCarthy.

But all of that lay well in the future at the dawn of the 1960s. Viewing matters strictly through the lens of that time, we can now begin to see why Jack Ruina at ARPA found J.C.R. Licklider and the philosophy of computing he represented so appealing. Most of the generals and admirals Ruina talked to were much like the general public; they still thought of computers as giant brains that would crunch a bunch of data and then unfold for them the secrets of the universe — or at least of the Soviets. “The idea was that you take this powerful computer and feed it all this qualitative information, such as ‘the air-force chief drank two martinis’ or ‘Khrushchev isn’t reading Pravda on Mondays,'” laughed Ruina later. “And the computer would play Sherlock Holmes and reveal that the Russians must be building an MX-72 missile or something like that.” Such hopes were, as Lick put it to Ruina at their first meeting, “asinine.”

SAGE existed already as a shining example of Lick’s take on computers — computers as aids to rather than replacements for human intelligence. Ruina was well aware that command-and-control was one of the most difficult problems in warfare; throughout history, it has often been the principal reason that wars are won or lost. Just imagine what SAGE-like real-time information spaces could do for the country’s overall level of preparedness if spread throughout the military chain of command…

On October 1, 1962, following a long courtship on the part of Ruina, Lick officially took up his new duties in a small office in the Pentagon. Like Lick himself, Ruina wasn’t much for micromanagement; he believed in hiring smart people and stepping back to let them do their thing. Thus he turned over his $10 million per year to Lick with basically no strings attached. Just find a way to make interactive computing better, he told him, preferably in ways useful to the military. For his part, Lick made it clear that “I wasn’t doing battle planning,” as he later remembered. “I was doing the technical substrate that would one day support battle planning.” Ruina said that was just fine with him. Lick had free rein.

Ironically, he never did do much of anything with the leftover SAGE computers that had gotten the whole ball rolling; they were just too old, too specialized, too big. Instead he set about recruiting the smartest people he knew of to do research on the government’s dime, using the equipment found at their own local institutions.

If I tried to describe everything these folks got up to here, I would get hopelessly sidetracked. So, we’ll move directly to ARPA’s most famous computing project of all. A Licklider memo dated April 25, 1963, is surely one of the most important of its type in all of modern history. For it was here that Lick first made his case for a far-flung general-purpose computer network. The memo was addressed to “members and affiliates of the Intergalactic Computer Network,” which serves as an example of Lick’s tendency to attempt to avoid sounding too highfalutin by making the ideas about which he felt most strongly sound a bit ridiculous instead. Strictly speaking, the phrase “Intergalactic Computer Network” didn’t apply to the thing Lick was proposing; the network in question here was rather the human network of researchers that Lick was busily assembling. Nevertheless, a computer network was the topic of the memo, and its salutation and its topic would quickly become conflated. Before it became the Internet, even before it became the ARPANET, everyone would call it the Intergalactic Network.

In the memo, Lick notes that ARPA is already funding a diverse variety of computing projects at an almost equally diverse variety of locations. In the interest of not duplicating the wheel, it would make sense if the researchers involved could share programs and data and correspond with one another easily, so that every researcher could benefit from the efforts of the others whenever possible. Therefore he proposes that all of their computers be tied together on a single network, such that any machine can communicate at any time with any other machine.

Lick was careful to couch his argument in the immediate practical benefits it would afford to the projects under his charge. Yet it arose from more abstract discussions that had been swirling around MIT for years. Lick’s idea of a large-scale computer network was in fact inextricably bound up with his humanist vision for computing writ large. In a stunningly prescient article published in the May 1964 issue of Atlantic Monthly, Martin Greenberger, a professor with MIT’s Sloan School of Management, made the case for a computer-based “information utility” — essentially, for the modern Internet, which he imagined arriving at more or less exactly the moment it really did become an inescapable part of our day-to-day lives. In doing all of this, he often seemed to be parroting Lick’s ideology of better living through human-computer symbiosis, to the point of employing many of the same idiosyncratic word choices.

The range of application of the information utility includes medical-information systems for hospitals and clinics, centralized traffic controls for cities and highways, catalogue shopping from a convenient terminal at home, automatic libraries linked to home and office, integrated management-control systems for companies and factories, teaching consoles in the classroom, research consoles in the laboratory, design consoles in the engineering firm, editing consoles in the publishing office, [and] computerized communities.

Barring unforeseen obstacles, an online interactive computer service, provided commercially by an information utility, may be as commonplace by 2000 AD as a telephone service is today. By 2000 AD, man should have a much better comprehension of himself and his system, not because he will be innately any smarter than he is today, but because he will have learned to use imaginatively the most powerful amplifier of intelligence yet devised.


In 1964, the idea of shopping and socializing through a home computer “sounded a bit like working a nuclear reactor in your home,” as M. Mitchell Waldrop writes. Still, there it was — and Greenberger’s uncannily accurate predictions almost certainly originated with Lick.

Lick himself, however, was about to step back and entrust his dream to others. In September of 1964, he resigned from his post in the Pentagon to accept a job with IBM. There were likely quite a number of factors behind this decision, which struck many of his colleagues at the time as perplexing as it strikes us today. As we’ve seen, he was not a hardcore techie, and he may have genuinely believed that a different sort of mind would do a better job of managing the projects he had set in motion at ARPA. Meanwhile his family wasn’t overly thrilled at life in their cramped Washington apartment, the best accommodations his government salary could pay for. IBM, on the other hand, compensated its senior employees very generously — no small consideration for a man with two children close to university age. After decades of non-profit service, he may have seen this, reasonably enough, as his chance to finally cash in. Lastly and perhaps most importantly, he probably truly believed that he could do a lot of good for the world at IBM, by convincing this most powerful force in commercial computing to fully embrace his humanistic vision of computing’s potential. That wouldn’t happen in the end; his tenure there would prove short and disappointing. He would find the notoriously conservative culture of IBM impervious to his charms, a thoroughly novel experience for him. But of course he couldn’t know that prior to the fact.

Lick’s successor at ARPA was Ivan Sutherland, a young man of just 26 years who had recently created a sensation at MIT with his PhD project, a program called Sketchpad that let a user draw arbitrary pictures on a computer screen using one of the light pens that Lick had helped to invent for SAGE. But Sutherland proved no more interested in the details of administration than Lick had been, even as he demonstrated why a more typical hacker type might not have been the best choice for the position after all, being too fixated on his own experiments with computer graphics to have much time to inspire and guide others. Lick’s idea for a large-scale computer network lay moribund during his tenure. It remained so for almost two full years in all, until Sutherland too left what really was a rather thankless job. His replacement was one Robert Taylor. Critically, this latest administrator came complete with Lick’s passion for networking, along with something of his genius for interpersonal relations.



[image: ]Robert Taylor, as photographed by Annie Leibowitz in 1972 for a Rolling Stone feature article on Xerox PARC, his destination after leaving ARPA.


Coming on as a veritable stereotype of a laid-back country boy, right down to his laconic Texan accent, Robert Taylor was a disarmingly easy man to underestimate. He was born seventeen years after Lick, but there were some uncanny similarities in their backgrounds. Taylor too grew up far from the intellectual capitals of the nation as the son of a minister. Like Lick, he gradually lost his faith in the course of trying to decide what to do with his life, and like Lick he finally settled on psychology. More or less, anyway; he graduated from the University of Texas at age 25 in 1957 with a bachelor’s degree in psychology and minors in mathematics, philosophy, English, and religion. He was working at Martin Marietta in a “stopgap” job in the spring of 1960, when he stumbled across Lick’s article on human-computer symbiosis. It changed his life. “Lick’s paper opened the door for me,” he says. “Over time, I became less and less interested in brain research, and more and more heartily subscribed to the Licklider vision of interactive computing.” The interest led him to NASA the following year, where he helped to design the displays used by ground controllers on the Mercury, Gemini, and Apollo manned-spaceflight programs. In early 1965, he moved to ARPA as Sutherland’s deputy, then took over Sutherland’s job following his departure in June of 1966.

In the course of it all, Taylor got to talk with Lick himself on many occasions. Unsurprisingly given the similarities in their backgrounds and to some extent in their demeanors, the two men hit it off famously. Soon Taylor felt the same zeal that his mentor did for a new, unprecedentedly large and flexible computer network. And once he found himself in charge of ARPA’s computer-research budget, he was in a position to do something about it. He was determined to make Lick’s Intergalactic Network a reality.

Alas, instilling the same determination in the researchers working with ARPA would not be easy. Many of them would later be loath to admit their reluctance, given that the Intergalactic Network would prove to be one of the most important projects in the entire history of computing, but it was there nonetheless. Severo Ornstein, who was working at Lick’s old employer of Bolt Beranek and Newman at this time, confesses to a typical reaction: “Who would want such a thing?” Computer cycles were a precious resource in those days, a commodity which researchers coveted for their personal use as much as Scrooge coveted his shillings. Almost no one was eager to share their computers with people in other cities and states. The strong AI contingent under Minsky and McCarthy, whose experiments not coincidentally tended to be especially taxing on a computer’s resources, were among the loudest objectors. It didn’t help matters that Taylor suffered from something of a respect deficit. Unlike Lick and Sutherland before him, he wasn’t quite of this group of brainy and often arrogant cats which he was attempting to herd, having never made a name for himself through research at one of their universities — indeed, lacking even the all-important suffix “PhD” behind his name.

But Bob Taylor shared one more similarity with J.C.R. Licklider: he was all about making good things happen, not about taking credit for them. If the nation’s computer researchers refused to take him seriously, he would find someone else whom they couldn’t ignore. He settled on Larry Roberts, an MIT veteran who had helped Sutherland with Sketchpad and done much groundbreaking work of his own in the field of computer graphics, such as laying the foundation for the compressed file formats that are used to shuffle billions of images around the Internet today. Roberts had been converted by Lick to the networking religion in November of 1964, when the two were hanging out in a bar after a conference. Roberts:

The conversation was, what was the future? And Lick, of course, was talking about his concept of an Intergalactic Network.

At that time, Ivan [Sutherland] and I had gone farther than anyone else in graphics. But I had begun to realize that everything I did was useless to the rest of the world because it was on the TX-2, and that was a unique machine. The TX-2, [the] CTSS, and so forth — they were all incompatible, which made it almost impossible to move data. So everything we did was almost in isolation. The only thing we could do to get the stuff out into the world was to produce written technical papers, which was a very slow process.

It seemed to me that civilization would change if we could move all this [over a network]. It would be a whole new way of sharing knowledge.


The only problem was that Roberts had no interest in becoming a government bureaucrat. So Taylor, whose drawl masked a steely resolve when push came to shove, did what he had to in order to get his man. He went to the administrators of MIT and Lincoln Lab, which were heavily dependent on government funding, and strongly hinted that said funding might be contingent on one member of their staff stepping away from his academic responsibilities for a couple of years. Before 1966 was out, Larry Roberts reported for duty at the Pentagon, to serve as the technical lead of what was about to become known as the ARPANET.

In March of 1967, as the nation’s adults were reeling from the fiery deaths of three Apollo astronauts on the launchpad and its youth were ushering in the Age of Aquarius, Taylor and Roberts brought together 25 or so of the most brilliant minds in computing in a University of Michigan classroom in the hope of fomenting a different sort of revolution. Despite the addition of Roberts to the networking cause, most of them still didn’t want to be there, thought this ARPANET business a waste of time. They arrived all too ready to voice objections and obstacles to the scheme, of which there were no shortage.

The computers that Taylor and Roberts proposed to link together were a motley crew by any standard, ranging from the latest hulking IBM mainframes to mid-sized machines from companies like DEC to bespoke hand-built jobs. The problem of teaching computers from different manufacturers — or even different models of computer from the same manufacturer — to share data with one another had only recently been taken up in earnest. Even moving text from one machine to another could be a challenge; it had been just half a decade since a body called the American Standards Association had approved a standard way of encoding alphanumeric characters as binary numbers, constituting the computer world’s would-be equivalent to Morse Code. Known as the American Standard Code for Information Interchange, or ASCII, it was far from universally accepted, with IBM in particular clinging obstinately to an alternative, in-house-developed system known as the Extended Binary Coded Decimal Interchange Code, or EBCDIC. Uploading a text file generated on a computer that used one standard to a computer that used the other would result in gibberish. How were such computers to talk to one another?

The ARPANET would run on ASCII, Taylor and Roberts replied. Those computers that used something else would just have to implement a translation layer for communicating with the outside world.

Fair enough. But then, how was the physical cabling to work? ARPA couldn’t afford to string its own wires all over the country, and the ones that already existed were designed for telephones, not computers.

No problem, came the reply. ARPA would be able to lease high-capacity lines from AT&T, and Claude Shannon had long since taught them all that information was information. Naturally, there would be some degree of noise on the lines, but error-checking protocols were by now commonplace. Tests had shown that one could push information down one of AT&T’s best lines at a rate of up to 56,000 baud before the number of corrupted packets reached a point of diminishing returns. So, this was the speed at which the ARPANET would run.

The next objection was the gnarliest. At the core of the whole ARPANET idea lay the stipulation that any computer on the network must be able to talk to any other, just like any telephone was able to ring up any other. But existing wide-area computer networks, such as the ones behind SAGE and Sabre, all operated on the railroad model of the old telegraph networks: each line led to exactly one place. To use the same approach as existing telephone networks, with individual computers constantly dialing up one another through electro-mechanical switches, would be way too inefficient and inflexible for a high-speed data network such as this one. Therefore Taylor and Roberts had another approach in mind.

Embedded Javascript removed for eBook.Communication Nets, an MIT researcher named Leonard Kleinrock extended the concept. There was no reason, he noted, that a packet couldn’t contain additional meta-information beyond the checksum. It could, for example, contain the destination it was trying to reach on a network. This meta-information could be used to pass it from hand to hand through the network in the same way that the postal system used the address on the envelope of a paper letter to guide it to its intended destination. This approach to data transfer over a network would soon become known as “packet switching,” and would prove of incalculable importance to the world’s digital future.[1]As Kleinrock himself would hasten to point out, he was not the sole originator of the concept, which has a long and somewhat convoluted history as a theory. His book was, however, the way that many or most of the folks behind the ARPANET first encountered packet switching.

[image: ]A “star” network topology, in which every computer communicates with every other by passing packets through a single “Grand Central Station.”


How exactly might packet switching work on the ARPANET? At first, Taylor and Roberts had contemplated using a single computer as a sort of central postal exchange. Every other computer on the ARPANET would be wired into this machine, whose sole duty would be to read the desired destination of each incoming packet and send it there. But the approach came complete with a glaring problem: if the central hub went down for any reason, it would take the whole ARPANET down with it.

[image: ]A “distributed” network topology in which all of the computers work together to move messages through the system. It lacks a single point of failure, but is much more complicated to implement from a technical perspective.


Instead Taylor and Roberts settled on a radically de-centralized approach. Each computer would be directly connected to no more than a handful of other machines. When it received a packet from one of them, it would check the address. If it was not the intended final destination, it would consult a logical map of the network and send the packet along to the peer computer able to get it there most efficiently; then it would forget all about it and go about its own business again. The advantage of the approach was that, if any given computer went down, the others could route their way around it until it came online again. Thus there would be no easy way to “break” the ARPANET, since there would be no single point of failure. This quality of being de-centralized and self-correcting remains the most important of all the design priorities of the modern Internet.

Everyone at the meeting could agree that all of this was quite clever, but they still weren’t won over. The naysayers’ arguments still hinged on how precious computing horsepower was. Every nanosecond a computer spent acting as an electronic postal sorter was a nanosecond that computer couldn’t spend doing other sorts of more useful work. For once, Taylor and Roberts had no real riposte for this concern, beyond vague promises to invest ARPA funds into more and better computers for those who had need of them. Then, just as the meeting was breaking up, with skepticism still hanging palpably in the air, a fellow named Wesley Clark passed a note to Larry Roberts, saying he thought he had a solution to the problem.

It seemed to him, he elaborated to Taylor and Roberts after the meeting, that running the ARPANET straight through all of its constituent machines was rather like running an interstate highway system right through the center of every small town in the country. Why not make the network its own, largely self-contained thing, connected to each computer it served only by a single convenient off- and on-ramp? Instead of asking the computer end-users of the ARPANET to also direct its flow of traffic, one could use dedicated machines as the traffic wardens on the highway itself. These “Interface Message Processors,” or IMPs, would be able to move packets through the system quickly, without taxing the other computers. And they too could allow for a non-centralized, fail-safe network if they were set up the right way. Today IMPs are known as routers, but the principle of their operation remains the same.

[image: ]A network that uses the IMPs proposed by Wesley Clark. Each IMP sits at the center of a cluster of computers, and is also able to communicate with its peers to send messages to computers on other clusters. A failed IMP actually can take a substantial chunk of the network offline under the arrangement shown here, but redundant IMPs and connections between them all could and eventually would be built into the design.


When Wesley Clark spoke, people listened; his had been an important voice in hacker circles since the days of MIT’s Project Whirlwind. Taylor and Roberts immediately saw the wisdom in his scheme.

The advocacy of the highly respected Clark, combined with the promise that ARPANET need not cost them computer cycles if it used his approach, was enough to finally bring most of the rest of the research community around. Over the months that followed, while Taylor and Roberts worked out a project plan and budget, skepticism gradually morphed into real enthusiasm. J.C.R. Licklider had by now left IBM and returned to the friendlier confines of MIT, whence he continued to push the ARPANET behind the scenes. Especially the younger generation that was coming up behind the old guard tended to be less enamored with the “giant brain” model of computing and more receptive to Lick’s vision, and thus to the nascent ARPANET. “We found ourselves imagining all kinds of possibilities [for the ARPANET],” remembers one Steve Crocker, a UCLA graduate student at the time. “Interactive graphics, cooperating processes, automatic database query, electronic mail…”

In the midst of the building buzz, Lick and Bob Taylor co-authored an article which appeared in the April 1968 issue of the journal Science and Technology. Appropriately entitled “The Computer as a Communications Device,” it included Lick’s most audacious and uncannily accurate prognostications yet, particularly when it came to the sociology, if you will, of its universal computer network of the future.

What will online interactive communities be like? They will consist of geographically separated members. They will be communities not of common location but of common interest [emphasis original]…

Each secretary’s typewriter, each data-gathering instrument, conceivably each Dictaphone microphone, will feed into the network…

You will not send a letter or a telegram; you will simply identify the people whose files should be linked to yours — and perhaps specify a coefficient of urgency. You will seldom make a telephone call; you will ask the network to link your consoles together…

You will seldom make a purely business trip because linking consoles will be so much more efficient. You will spend much more time in computer-facilitated teleconferences and much less en route to meetings…

Available within the network will be functions and services to which you subscribe on a regular basis and others that you call for when you need them. In the former group will be investment guidance, tax counseling, selective dissemination of information in your field of specialization, announcement of cultural, sport, and entertainment events that fit your interests, etc. In the latter group will be dictionaries, encyclopedias, indexes, catalogues, editing programs, teaching programs, testing programs, programming systems, databases, and — most important — communication, display, and modeling programs…

When people do their informational work “at the console” and “through the network,” telecommunication will be as natural an extension of individual work as face-to-face communication is now. The impact of that fact, and of the marked facilitation of the communicative process, will be very great — both on the individual and on society…

Life will be happier for the online individual because the people with whom one interacts most strongly will be selected more by commonality of interests and goals than by accidents of proximity. There will be plenty of opportunity for everyone (who can afford a console) to find his calling, for the whole world of information, with all its fields and disciplines, will be open to him…

For the society, the impact will be good or bad, depending mainly on the question: Will “to be online” be a privilege or a right? If only a favored segment of the population gets to enjoy the advantage of “intelligence amplification,” the network may exaggerate the discontinuity in the spectrum of intellectual opportunity…

On the other hand, if the network idea should prove to do for education what a few have envisioned in hope, if not in concrete detailed plan, and if all minds should prove to be responsive, surely the boon to humankind would be beyond measure…


The dream of a nationwide, perhaps eventually a worldwide web of computers fostering a new age of human interaction was thus laid out in black and white. The funding to embark on at least the first stage of that grand adventure was also there, thanks to the largess of the Cold War military-industrial complex. And solutions had been proposed for the thorniest technical problems involved in the project. Now it was time to turn theory into practice. It was time to actually build the Intergalactic Computer Network.

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton; Where Wizards Stay Up Late: The Origins of the Internet by Katie Hafner and Matthew Lyon, Hackers: Heroes of the Computer Revolution by Steven Levy, From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman, The Dream Machine by M. Mitchell Waldrop, A History of Modern Computing (2nd ed.) by Paul E. Ceruzzi, Communication Networks: A Concise Introduction by Jean Walrand and Shyam Parekh, Communication Nets by Leonard Kleinrock, and Computing in the Middle Ages by Severo M. Ornstein. Online sources include the companion website to Where Wizards Stay Up Late and “The Computers of Tomorrow” by Martin Greenberger on The Atlantic Online.)
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 Footnotes  



 	↑1 	As Kleinrock himself would hasten to point out, he was not the sole originator of the concept, which has a long and somewhat convoluted history as a theory. His book was, however, the way that many or most of the folks behind the ARPANET first encountered packet switching.
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				April 22, 2022 at 6:39 pm			

			
				
				Hi there, “laconic Texan accident” should probably be “laconic Texan accent”
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				Thanks!
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				Interesting as always. Thanks for writing it!

Some minor fixes:

“reason d’être” -> “raison d’être”

“Despite the addition to Roberts” -> “Despite the addition of Roberts”
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				Thanks!

				


			

			

	





		
		
						
				Peter Olausson			

			
				April 22, 2022 at 9:45 pm			

			
				
				Thanks for another great chapter in a great story. Especially mind-boggling to read about the terrific Licklider, and remember him – not much more than a name there, but still – from Infocom articles.

As for the creation of NASA, wasn’t part of it the reorganization of the much earlier NACA? Not that it matters here but it wasn’t really a brand new agency. Also, one of it’s chairmen was a certain Vannevar Bush, who also has been featured on this blog.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				April 23, 2022 at 6:15 am			

			
				
				NASA can be traced back to the NACA in a way — the proposal to create originated there — but I do think it’s fair to consider a new agency. The bill to create it, signed by Eisenhower in July of 1958, certainly described it as such.
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				April 22, 2022 at 9:52 pm			

			
				
				Aside from the computational cost of every node doing routing, one other thing that might’ve put people off from a mesh network is that the more possible routes there are, the harder efficiently routing packets through the network is. I don’t know if that was appreciated in 1967 (e.g., the ‘Canadian traveller problem’, which captures the difficulty of routing when you don’t know the entire state of the network at the time you plan the route, was only explicitly identified in 1989), but I’d say that meshnet routing with relatively static nodes was only became practical in the 2000s, and with mobile nodes and very dynamic network conditions it’s still an open problem whether it can be made to work well enough for large deployments. As it was, the Internet was able to get away with quite dumb algorithms (including static routing) for quite a while, because the backbone was quite small and everyone knew each other; in a world where the initial design was a meshnet, I can imagine it not working nearly as well. If the Internet only wound up with its very practical structure due to researchers not wanting to share their CPU cycles, I’m glad that they guarded them so jealously!
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				April 22, 2022 at 10:29 pm			

			
				
				It is kind of astounding that Sputnik was probably the most influential bluff in the history of the world. So much of the foundational technology of the modern world leads back to that pointless beeping basketball.
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				April 24, 2022 at 2:37 am			

			
				
				I don’t think it was much of a bluff. It was a first step. Sure, everyone knew you could put things in orbit, but that hardly mattered until someone actually did it. Sputnik didn’t do much beyond going round and round the earth, but it *did* go around the earth, which no man-made object had done before. The Soviets did it several times before the United States succeeded; just because they didn’t put nuclear weapons in orbit, as everyone feared, didn’t mean they couldn’t.
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				Except that they actually couldn’t. The Soviets were massively behind in rocket (and thus missile) technology at that point in the Cold War. Rockets that could have carried Sputnik were already in production, they just saw no point in doing such a useless thing. 

Sputnik convinced the US that they were far, far behind, which not only forced a diversion from directly military development into barely-useful things like Project Mercury, but made US leaders step much more warily than they otherwise might have.

The primary reason for the Cuban Missile Crisis was that the US not only had missiles in Eastern Europe that could strike Soviet soil, they had a large number of Titan I missiles that could do so from US soil. 

The Soviets had precisely ONE missile that could hit the US from Soviet territory, which in practice meant that the US was effectively immune to attack without the missiles in Cuba. Had Kennedy realized this, there is a very real chance that he’d have gone for a full military solution secure in the knowledge that the Soviets wouldn’t start a nuclear war they were guaranteed to lose. He didn’t know this, and we avoided a potential nuclear exchange, because of Sputnik.
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				All that just to look at dirty pictures.
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				And funny cats!
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				This continues to be a wonderful series. It’s a small thing, but it’s a bit nostalgic seeing Steven Levy’s Hackers appear in the list of sources again.
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				June 7, 2022 at 2:15 am			

			
				
				“indeed, lacking even the all-important initials “PhD” behind his name.”

Should it be “in front of his name”?

While I’ve been enjoying learning about this – my brain seeming to have dumped most of what I read in Where Wizards Stay Up Late – I think you undersell the aspect of timesharing networks in this whole process. They are mentioned, but the idea of a distributed network starts with timesharing. I have to imagine that Licklider’s concept of a broader network came from the seed which also spawn Project MAC which birthed the general idea of timesharing. (Not to mention PLATO’s claims for originating the idea) The networking aspect already existed, it was the protocols that made ARPANET truly revolutionary.
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				“PhD” comes after a name, but “initials” was a poor word choice on my part. Thanks!

I actually cut several paragraphs about time-sharing from the article before this one (I think) because I was struggling to integrate it elegantly into the narrative and I felt the piece was growing too unwieldy. You’re probably right that the end result doesn’t do that revolutionary idea justice. My only defense comes down to readability.

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 9: A Network of Networks

				May 6, 2022
			

UCLA will become the first station in a nationwide computer network which, for the first time, will link together computers of different makes and using different machine languages into one time-sharing system. Creation of the network represents a major step in computer technology and may serve as the forerunner of large computer networks of the future. The ambitious project is supported by the Defense Department’s Advanced Research Projects Agency (ARPA), which has pioneered many advances in computer research, technology, and applications during the past decade.

The system will, in effect, pool the computer power, programs, and specialized know-how of about fifteen computer-research centers, stretching from UCLA to MIT. Other California network stations (or nodes) will be located at the Rand Corporation and System Development Corporation, both of Santa Monica; the Santa Barbara and Berkeley campuses of the University of California; Stanford University and the Stanford Research Institute.

The first stage of the network will go into operation this fall as a sub-net joining UCLA, Stanford Research Institute, UC Santa Barbara, and the University of Utah. The entire network is expected to be operational in late 1970.

Engineering professor Leonard Kleinrock, who heads the UCLA project, describes how the network might handle a sample problem:

Programmers at Computer A have a blurred photo which they want to bring into focus. Their program transmits the photo to Computer B, which specializes in computer graphics, and instructs Computer B’s program to remove the blur and enhance the contrast. If B requires specialized computational assistance, it may call on Computer C for help. The processed work is shuttled back and forth until B is satisfied with the photo, and then sends it back to Computer A. The messages, ranging across the country, can flash between computers in a matter of seconds, Dr. Kleinrock says.

Each computer in the network will be equipped with its own interface message processor (IMP), which will double as a sort of translator among the Babel of computers languages and as a message handler and router.

Computer networks are not an entirely new concept, notes Dr. Kleinrock. The SAGE radar defense system of the fifties was one of the first, followed by the airlines’ SABRE reservation system. However, [both] are highly specialized and single-purpose systems, in contrast to the planned ARPA system which will link a wide assortment of different computers for a wide range of unclassified research functions.

“As of now, computer networks are still in their infancy,” says Dr. Kleinrock. “But as they grow up and become more sophisticated, we will probably see the spread of ‘computer utilities,’ which, like present electric and telephone utilities, will serve individual homes and offices across the country.”

— UCLA press release dated July 3, 1969 (which may include the first published use of the term “router”)





 

In July of 1968, Larry Roberts sent out a request for bids to build the ARPANET’s interface message processors — the world’s very first computer routers. More than a dozen proposals were received in response, some of them from industry heavy hitters like DEC and Raytheon. But when Roberts and Bob Taylor announced their final decision at the end of the year, everyone was surprised to learn that they had given the contract to the comparatively tiny firm of Bolt Beranek and Newman.

BBN, as the company was more typically called, came up in our previous article as well; J.C.R. Licklider was working there at the time he wrote his landmark paper on “human-computer symbiosis.” Formed in 1948 as an acoustics laboratory, BBN moved into computers in a big way during the 1950s, developing in the process a symbiotic relationship of its own with MIT. Faculty and students circulated freely between the university and BBN, which became a hacker refuge, tolerant of all manner of eccentricity and uninterested in such niceties as dress codes and stipulated working hours. A fair percentage of BBN’s staff came to consist of MIT dropouts, young men who had become too transfixed by their computer hacking to keep up with the rest of their coursework.

BBN’s forte was one-off, experimental contracts, not the sort of thing that led directly to salable commercial products but that might eventually do so ten or twenty years in the future. In this sense, the ARPANET was right up their alley. They won the bid by submitting a more thoughtful, detailed proposal than anyone else, even going so far as to rewrite some of ARPA’s own specifications to make the IMPs operate more efficiently.

Like all of the other bidders, BBN didn’t propose to build the IMPs from scratch, but rather to adapt an existing computer for the purpose. Their choice was the Honeywell 516, one of a new generation of robust integrated-circuit-based “minicomputers,” which distinguished themselves by being no larger than the typical refrigerator and being able to run on ordinary household current. Since the ARPANET would presumably need a lot of IMPs if it proved successful, the relatively cheap and commonplace Honeywell model seemed a wise choice.

[image: ]The Honeywell 516, the computer model which was transformed into the world’s first router.


Still, the plan was to start as small as possible. The first version of the ARPANET to go online would include just four IMPs, linking four research clusters together. Surprisingly, MIT was not to be one of them; it was left out because the other inaugural sites were out West and ARPA didn’t want to pay AT&T for a transcontinental line right off the bat. Instead the Universities of California at Los Angeles and Santa Barbara each got the honor of being among the first to join the ARPANET, as did the University of Utah and the Stanford Research Institute (SRI), an adjunct to Stanford University. ARPA wanted BBN to ship the first turnkey IMP to UCLA by September of 1969, and for all four of the inaugural nodes to be up and running by the end of the year. Meeting those deadlines wouldn’t be easy.

The project leader at BBN was Frank Heart, a man known for his wide streak of technological paranoia — he had a knack for zeroing in on all of the things that could go wrong with any given plan — and for being “the only person I knew who spoke in italics,” as his erstwhile BBN colleague Severo Ornstein puts it. (“Not he was inflexible or unpleasant — just definite.”) Ornstein himself, having moved up in the world of computing since his days as a hapless entry-level “Crosstelling” specialist on the SAGE project, worked under Heart as the principal hardware architect, while an intense young hacker named Will Crowther, who loved caving and rock climbing almost as much as computers, supervised the coding. At the start, they all considered the Honeywell 516 a well-proven machine, given that it had been on the market for a few years already. They soon learned to their chagrin, however, that no one had ever pushed it as hard as they were now doing; obscure flaws in the hardware nearly derailed the project on more than one occasion. But they got it done in the end. The first IMP was shipped across the country to UCLA right on schedule.

[image: ]The team from Bolt Beranek and Newman who created the world’s first routers. Severo Ornstein stands at the extreme right, Will Crowther just next to him. Frank Heart is near the center, the only man wearing a necktie.




 

On July 20, 1969, American astronaut Neil Armstrong stepped onto the surface of the Moon, marking one culmination of that which had begun with the launch of the Soviet Union’s first Sputnik satellite twelve years earlier. Five and a half weeks after the Moon landing, another, much quieter result of Sputnik became a reality. The first public demonstration of a functioning network router was oddly similar to some of the first demonstrations of Samuel Morse’s telegraph, in that it was an exercise in sending a message around a loop that led it right back to the place where it had first come from. A Scientific Data Systems Sigma 7 computer at UCLA sent a data packet to the IMP that had just been delivered, which was sitting right beside it. Then the IMP duly read the packet’s intended destination and sent it back where it had come from, to appear as text on a monitor screen.

There was literally nowhere else to send it, for only one IMP had been built to date and only this one computer was yet possessed of the ability to talk to it. The work of preparing the latter had been done by a team of UCLA graduate students working under Leonard Kleinrock, the man whose 1964 book had popularized the idea of packet switching. “It didn’t look like anything,” remembers Steve Crocker, a member of Kleinrock’s team. But looks can be deceiving; unlike the crowd of clueless politicians who had once watched Morse send a telegraph message in a ten-mile loop around the halls of the United States Congress, everyone here understood the implications of what they were witnessing. The IMPs worked.

Bob Taylor, the man who had pushed and pushed until he found a way to make the ARPANET happen, chose to make this moment of triumph his ironic exit cue. A staunch opponent of the Vietnam War, he had been suffering pangs of conscience over his role as a cog in the military-industrial complex for a long time, even as he continued to believe in the ARPANET’s future value for the civilian world. After Richard Nixon was elected president in November of 1968, he had decided that he would stay on just long enough to get the IMPs finished, by which point the ARPANET as a whole would hopefully be past the stage where cancellation was a realistic possibility. He stuck to that decision; he resigned just days after the first test of an IMP. His replacement was Larry Roberts — another irony, given that Taylor had been forced practically to blackmail Roberts into joining ARPA in the first place. Taylor himself would land at Xerox’s new Palo Alto Research Center, where over the course of the new decade he would help to invent much else that has become an everyday part of our digital lives.

About a month after the test of the first IMP, BBN shipped a second one, this time to the Stanford Research Institute. It was connected to its twin at UCLA by an AT&T long-distance line. Another, local cable was run from it to SRI’s Scientific Data Systems 940 computer, which was normally completely incompatible with UCLA’s Sigma machine despite coming from the same manufacturer. In this case, however, programmers at the two institutions had hacked together a method of echoing text back and forth between their computers — assuming it worked, that is; they had had no way of actually finding out.

On October 29, 1969, a UCLA student named Charley Kline, sitting behind his Sigma 7 terminal, called up SRI on an ordinary telephone to initiate the first real test of the ARPANET. Computer rooms in those days were noisy places, what with all of the ventilation the big beasts required, so the two human interlocutors had to fairly shout into their respective telephones. “I’m going to type an L,” Kline yelled, and did so. “Did you get the L?” His opposite number acknowledged that he had. Kline typed an O. “Did you get the O?” Yes. He typed a G.

“The computer just crashed,” said the man at SRI.

“History now records how clever we were to send such a prophetic first message, namely ‘LO,'” says Leonard Kleinrock today with a laugh. They had been trying to manage “LOGIN,” which itself wouldn’t have been a challenger to Samuel Morse’s “What hath God wrought?” in the eloquence sweepstakes — but then, these were different times.

At any rate, the bug which had caused the crash was fixed before the day was out, and regular communications began. UC Santa Barbara came online in November, followed by the University of Utah in December. Satisfied with this proof of concept, ARPA agreed to embark on the next stage of the project, extending the network to the East Coast. In March of 1970, the ARPANET reached BBN itself. Needless to say, this achievement — computer networking’s equivalent to telephony’s spanning of the continent back in 1915 — went entirely unnoticed by an oblivious public. BBN was followed before the year was out by MIT, Rand, System Development Corporation, and Harvard University.



 

It would make for a more exciting tale to say that the ARPANET revolutionized computing immediately, but such was not the case. In its first couple of years, the network was neither a raging success nor an abject failure. On the one hand, its technical underpinnings advanced at a healthy clip; BBN steadily refined their IMPs, moving them away from modified general-purpose computers and toward the specialized routers we know today. Likewise, the network they served continued to grow; by the end of 1971, the ARPANET had fifteen nodes. But despite it all, it remained frustratingly underused; a BBN survey conducted about two years in revealed that the ARPANET was running at just 2 percent of its theoretical capacity.

The problem was one of computer communication at a higher level than that of the IMPs. Claude Shannon had told the world that information was information in a networking context, and the minds behind the ARPANET had taken his tautology to heart. They had designed a system for shuttling arbitrary blocks of data about, without concerning themselves overmuch about the actual purpose of said data. But the ability to move raw data from computer to computer availed one little if one didn’t know how to create meaning out of all those bits. “It was like picking up the phone and calling France,” Frank Heart of BBN would later say. “Even if you get the connection to work, if you don’t speak French you’ve got a little problem.”

What was needed were higher-level protocols that could run on top of the ARPANET’s packet switching — a set of agreed-upon “languages” for all of these disparate computers to use when talking with one another in order to accomplish something actually useful. Seeing that no one else was doing so, BBN and MIT finally deigned to provide them. First came Telnet, a protocol to let one log into a remote computer and interact with it at a textual command line just as if one was sitting right next to it at a local terminal. And then came the File Transfer Protocol, or FTP, which allowed one to move files back and forth between two computers, optionally performing useful transformations on them in the process, such as going from EBCDIC to ASCII text encoding or vice versa. It is a testament to how well the hackers behind these protocols did their jobs that both have remained with us to this day. Still, the application that really made the ARPANET come alive — the one that turned it almost overnight from a technological experiment to an indispensable tool for working and even socializing — was the next one to come along.

Jack Ruina was now long gone as the head of all of ARPA; that role was now filled by a respected physicist named Steve Lukasik. Lukasik would later remember how Larry Roberts came into his office one day in April of 1972 to try to convince him to use the ARPANET personally. “What am I going to do on the ARPANET?” the non-technical Lukasik asked skeptically.

“Well,” mused Roberts, “you could do email.”

Email wasn’t really a new idea at the time. By the mid-1960s, the largest computer at MIT had hundreds of users, who logged in as many as 30 at a time via local terminals. An undergraduate named Tom Van Vleck noticed that some users had gotten in a habit of passing messages to one another by writing them up in text files with names such as “TO TOM,” then dropping them into a shared directory. In 1965, he created what was probably the world’s first true email system in order to provide them with a more elegant solution. Just like all of the email systems that would follow it, it gave each user a virtual mailbox to which any other user could direct a virtual letter, then see it delivered instantly. Replying, forwarding, address books, carbon copies — all of the niceties we’ve come to expect — followed in fairly short order, at MIT and in many other institutions. Early in 1972, a BBN programmer named Ray Tomlinson took what struck him as the logical next step, by creating a system for sending email between otherwise separate computers — or “hosts,” as they were known in the emerging parlance of the ARPANET.

Thanks to FTP, Tomlinson already had a way of doing the grunt work of moving the individual letters from computer to computer. His biggest dilemma was a question of addressing. It was reasonable for the administrators of any single host to demand that every user have a unique login ID, which could also function as her email address. But it would be impractical to insist on unique IDs across the entire ARPANET. And even if it was possible, how was the computer on which an electronic missive had been composed to know which other computer was home to the intended recipient? Trying to maintain a shared central database of every login for every computer on the ARPANET didn’t strike Tomlinson as much of a solution.

His alternative approach, which he would later describe as no more than “obvious,” would go on to become an icon of the digital age. Each email address would consist of a local user name followed by an “at” sign (@) and the name of the host on which it lived. Just as a paper letter moves from an address in a town, then to a larger postal hub, then onward to a hub in another region, and finally to another individual street address, email would use its suffix to find the correct host on the ARPANET. Once it arrived there, said host could drill down further and route it to the correct user. “Now, there’s a nice hack,” said one of Tomlinson’s colleagues; that was about as effusive as a compliment could get in hacker circles.
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Steve Lukasik reluctantly allowed Larry Roberts to install an ARPANET terminal in his office for the purpose of reading and writing email. Within days, the skeptic became an evangelist. He couldn’t believe how useful email actually was. He sent out a directive to anyone who was anyone at ARPA, whether their work involved computers or not: all were ordered to accept a terminal in their office. “The way to communicate with me is through electronic mail,” he announced categorically. He soon acquired a “portable” terminal which was the size of a suitcase and weighed 30 pounds, but which came equipped with a modem that would allow him to connect to the ARPANET from any location from which he could finagle access to an ordinary telephone. He became the prototype for millions of professional road warriors to come, dialing into the office constantly from conference rooms, from hotel rooms, from airport lounges. He became perhaps the first person in the world who wasn’t already steeped in computing to make the services the ARPANET could provide an essential part of his day-to-day life.

But he was by no means the last. “Email was the biggest surprise about the ARPANET,” says Leonard Kleinrock. “It was an ad-hoc add-on by BBN, and it just blossomed. And that sucked a lot of people in.” Within a year of Lukasik’s great awakening, three quarters of all the traffic on the ARPANET consisted of emails flying to and fro, and the total volume of traffic on the network had grown by a factor of five and a half.



 

With a supportive ARPA administrator behind them and applications like email beginning to prove their network’s real-world usefulness, it struck the people who had designed and built the ARPANET that it was time for a proper coming-out party. They settled on the International Conference on Computers and Communications, which was to be held at the Washington, D.C., Hilton hotel in October of 1972. Almost every institution connected to the ARPANET sent representatives toting terminals and demonstration software, while AT&T ran a special high-capacity line into the hotel’s ballroom to get them all online.

More than a thousand people traipsed through the exhibition over the course of two and half days, taking in several dozen demonstrations of what the ARPANET could do now and might conceivably be able to do in the future. It was the first that some of them had ever heard of the network, or even of the idea of computer networking in general.

One of the demonstrations bore an ironic resemblance to the SAGE system that had first proved that wide-area computer networking could work at all. Leonard Kleinrock:

One of the things that was demonstrated there was a distributed air-traffic-control system. The idea was there would be some air traffic on the system. And as a plane moved out of its region, it would be picked up by another computer in the next region, data would be exchanged, and collectively the computers would be managing airspace over a large region. This package also had the ability to freeze the simulation at any given point, take the program on Machine A, squeeze it over to Machine B, and then continue the simulation with the user being none the wiser. So there were really some sophisticated things going on there.


Severo Ornstein, who was also present, must have been having flashbacks to his early experiences with Crosstelling…

A Stanford researcher named Vint Cerf remembers three principal reactions among the attendees.

The first came from the die-hard circuit-switching people from the telephone industry, who didn’t believe packet switching could possibly work. And they were stunned because it did work. It was almost like the rail industry disbelieving that airplanes could really fly until they saw one in flight. The second group were the people who didn’t know anything about computer communications at all to speak of, and who were sort of overwhelmed by the whole thing. But then there was the third group: the people who were just as excited as little kids because of all these neat things that were going on.


Amidst the demonstrations of email, file transfers, remote logins, even remote software development, the hit of the show was something far more frivolous. Stanford’s AI Lab had brought a program called Parry, a “simulation” — we would call it a chatbot today — of a patient undergoing psychological therapy. They had wired Parry up to talk with another program called Eliza, a computerized psychotherapist created by one Joseph Weizenbaum at MIT back in 1966.

Good evening. Tell me your problems. Please terminate input with a period or a question mark.

People get on my nerves sometimes.

I am not sure I understand you.

You should pay more attention.

Suppose you should pay more attention.

You're entitled to your own opinion.

What makes you think I am entitled to my own opinion?

It bothers me just to be around people in general.

Please go on.

I went to the track at Bay Meadows a while back.

Why do you say that just now?

There's a lot of crooked gambling going on there.

Please go on.

I gamble on horses.

What does that suggest to you?

Do you know anything about bookies?

What makes you think I know anything about bookies?

A bookie didn't pay me off once.

What does that suggest to you?

I beat up the bookie who did not pay off, and I thought he might use his friends in the underworld to get even with me.

What are you really talking about?

Have you ever really thought about the mafia?

Suppose you ever really thought about the mafia.

Let's talk about something else.

And so it went. As Joseph Weizenbaum himself was at pains to point out later in his career, Eliza and Parry were nothing more than clever parlor tricks, a set of rote semantic transformations and randomized catchphrases meant to convey a tissue-thin simulacrum of real understanding, convincing only to the naïve and those actively determined to believe. Their presence here as the shabby best that the strong-AI contingent could offer, surrounded by so many genuinely visionary demonstrations of computing’s humanistic, networked future, ought to have demonstrated to the thoughtful observer how one vision of computing was delivering on its promises while the other manifestly was not. But no matter: the crowd ate it up. It seems there was no shortage of gullible true believers in the Hilton ballroom during those exciting two and a half days.



 

The International Conference on Computers and Communications provided the ARPANET with some of its first press coverage beyond academic journals. Within computing circles, however, the ARPANET’s existence hadn’t gone unnoticed even by those who, thanks to accidents of proximity, had no opportunity to participate in it. During the early 1970s, would-be ARPANET equivalents popped up in a number of places outside the continental United States. There was ALOHANET, which used radio waves to join the various campuses of the University of Hawaii, which were located on different islands, into one computing neighborhood. There was the National Physical Laboratory (NPL) network in Britain, which served that country’s research community in much the same way that ARPANET served computer scientists in the United States. (The NPL network’s design actually dated back to the mid-1960s, and some of its proposed architecture had influenced the ARPANET, making it arguably more a case of parallel evolution than of learning from example.) Most recently, there was a network known as CYCLADES in development in France.

All of which is to say that computer networking in the big picture was looking more and more like the early days of telephony: a collection of discrete networks that served their own denizens well but had no way of communicating with one another. This wouldn’t do at all; ever since the time when J.C.R. Licklider had been pushing his Intergalactic Computer Network, proponents of wide-area computer networking had had a decidedly internationalist, even utopian streak. As far as they were concerned, the world’s computers — all of the world’s computers, wherever they happened to be physically located — simply had to find a way to talk to one another.

The problem wasn’t one of connectivity in its purest sense. As we saw in earlier articles, telephony had already found ways of going where wires could not easily be strung decades before. And by now, many of telephony’s terrestrial radio and microwave beams had been augmented or replaced by communications satellites — another legacy of Sputnik — that served to bind the planet’s human voices that much closer together. There was no intrinsic reason that computers couldn’t talk to one another over the same links. The real problem was rather that the routers on each of the extant networks used their own protocols for talking among themselves and to the computers they served. The routers of the ARPANET, for example, used something called the Network Control Program, or NCP, which had been codified by a team from Stanford led by Steve Crocker, based upon the early work of BBN hackers like Will Crowther. Other networks used completely different protocols. How were they to make sense of one another? Larry Roberts came to see this as computer networking’s next big challenge.

He happened to have working just under him at ARPA a fellow named Bob Kahn, a bright spark who had already achieved much in computing in his 35 years. Roberts now assigned Kahn the task of trying to make sense of the international technological Tower of Babel that was computer networking writ large. Kahn in turn enlisted Stanford’s Vint Cerf as a collaborator.
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The two theorized and argued with one another and with their academic colleagues for about a year, then published their conclusions in the May 1974 issue of IEEE Transactions on Communications, in an article entitled “A Protocol for Packet Network Intercommunication.” It introduced to the world a new word: the “Internet,” shorthand for Khan and Cerf’s envisioned network of networks. The linchpin of their scheme was a sort of meta-network of linked “gateways,” special routers that handled all traffic going in and out of the individual networks; if the routers on the ARPANET were that network’s interstate highway system, its gateway would become its international airport. A host wishing to send a packet to a computer outside its own network would pass it to its local gateway using its network’s standard protocols, but would include within the packet information about the particular “foreign” computer it was trying to reach. The gateway would then rejigger the packet into a universal standard format and send it over the meta-network to the gateway of the network to which the foreign computer belonged. Then this gateway would rejigger the packet yet again, into a format suitable for passing over the network behind it to reach its ultimate destination.

Kahn and Cerf detailed a brand-new protocol to allow the gateways on the meta-network to talk among themselves. They called it the Transmission Control Protocol, or TCP. It gave each computer on the networks served by the gateways the equivalent of a telephone number. These “TCP addresses” — which we now call “IP addresses,” for reasons we’ll get to shortly — originally consisted of three fields, each containing a number between 0 and 255. The first field stipulated the network to which the host belonged; think of it as a telephone number’s country code. The other two fields identified the specific computer on that network. “Network identification allows up to 256 distinct networks,” wrote Kahn and Cerf. “This seems sufficient for the foreseeable future. Similarly, the TCP identifier field permits up to 65,536 distinct [computers] to be addressed, which seems more than sufficient for any given network.” Time would prove these statements to be among their few failures of vision.

It wasn’t especially easy to convince the managers of other networks, who came from different cultures and were all equally convinced that their way of doings things was the best way, to accept the standard being shoved in their faces by the long and condescending arm of the American government. Still, the reality was that TCP was as solid and efficient a protocol as anyone could ask for, and there were huge advantages to be had by linking up with the ARPANET, where more cutting-edge computer research was happening than anywhere else. Late in 1975, the NPL network in Britain, the second largest in the world, officially joined up. After that, the Internet began to take on an unstoppable momentum of its own. In 1981, with the number of individual networks on it barreling with frightening speed toward the limit of 256, a new addressing scheme was hastily adopted, one which added a fourth field to each computer’s telephone number to create the format we are still familiar with today.

Amidst all the enthusiasm for communicating across networks, the distinctions between them were gradually lost. The Internet became just the Internet, and no one much knew or cared whether any given computer was on the ARPANET or the NPL network or somewhere else. The important thing was, it was on the Internet. The individual networks’ internal protocols came slowly to resemble that of the Internet, just because it made everything easier from a technical standpoint. In 1978, in a reflection of these trends, the TCP protocol was split into a matched pair of them called TCP/IP. The part that was called the Transmission Control Protocol was equally useful for pushing packets around a network behind a gateway, while the Internet Protocol was reserved for the methods that gateways used to pass packets across network boundaries. (This is the reason that we now refer to IP addresses rather than TCP addresses.) Beginning on January 1, 1983, all computers on the ARPANET were required to use TCP rather than NCP even when they were only talking among themselves behind their gateway.



 

Alas, by that point ARPA itself was not what it once had been; the golden age of blue-sky computer research on the American taxpayer’s dime had long since faded into history. One might say that the beginning of the end came as early as the fall of 1969, when a newly fiscally conservative United States Congress, satisfied that the space race had been won and the Soviets left in the country’s technological dust once again, passed an amendment to the next year’s Department of Defense budget which specified that any and all research conducted by agencies like ARPA must have “a direct and apparent relationship” to the actual winning of wars by the American military. Dedicated researchers and administrators found that they could still keep their projects alive afterward by providing such justifications in the form of lengthy, perhaps deliberately obfuscated papers, but it was already a far cry from the earlier days of effectively blank checks. In 1972, as if to drive home a point to the eggheads in its ranks who made a habit of straying too far out of their lanes, the Defense Department officially renamed ARPA to DARPA: the Defense Advanced Research Projects Agency.

Late in 1973, Larry Roberts left ARPA. His replacement the following January was none other than J.C.R. Licklider, who had reluctantly agreed to another tour of duty in the Pentagon only when absolutely no one else proved willing to step up.

But, just as this was no longer quite the same ARPA, it was no longer quite the same Lick. He had continued to be a motivating force for computer networking from behind the scenes at MIT during recent years, but his decades of burning the candle at both ends, of living on fast food and copious quantities of Coca Cola, were now beginning to take their toll. He suffered from chronic asthma which left him constantly puffing at an inhaler, and his hands had a noticeable tremor that would later reveal itself to be an early symptom of Parkinson’s disease. In short, he was not the man to revive ARPA in an age of falling rather than rising budgets, of ever increasing scrutiny and internecine warfare as everyone tried to protect their own pet projects, at the expense of those of others if necessary. “When there is scarcity, you don’t have a community,” notes Vint Cerf, who perchance could have made a living as a philosopher if he hadn’t chosen software engineering. “All you have is survival.”

Lick did the best he could, but after Steve Lukasik too left, to be replaced by a tough cookie who grilled everyone who proposed doing anything about its concrete military value, he felt he could hold on no longer. Lick’s second tenure at ARPA ended in September of 1975. Many computing insiders would come to mark that day as the one when a door shut forever on this Defense Department agency’s oddly idealistic past. When it came to new projects at least, DARPA from now on would content itself with being exactly what its name said it ought to be. Luckily, the Internet already existed, and had already taken on a life of its own.



 

Lick wound up back at MIT, the congenial home to which this prodigal son had been regularly returning since 1950. He took his place there among the younger hackers of the Dynamic Modeling Group, whose human-focused approach to computing caused him to favor them over their rivals at the AI Lab. If Lick wasn’t as fast on his feet as he once had been, he could still floor you on occasion with a cogent comment or the perfect question.

Embedded Javascript removed for eBook.Infocom, an obsession of the early years of this website, a company whose impact on the art of digital storytelling can still be felt to this day.[1]In fact, Lick agreed to join Infocom’s board of directors, although his role there was a largely ceremonial one; he was not a gamer himself, and had little knowledge of or interest in the commercial market for home-computer games that had begun to emerge by the beginning of the 1980s. Still, everyone involved with the company remembers that he genuinely exulted at Infocom’s successes and commiserated with their failures, just as he did with those of all of his former students.

He signed up for his two hours like everybody else. You’d come in and find this old guy sitting there with a bottle of Coke and a brownie. And it wasn’t even a good brownie; he’d be eating one of those vending-machine things as if that was a perfectly satisfying lunch. Then I also remember that he had these funny-colored glasses with yellow lenses; he had some theory that they helped him see better.

When you learned what he had done, it was awesome. He was clearly the father of us all. But you’d never know it from talking to him. Instead, there was always a sense that he was playing. I always felt that he liked and respected me, even though he had no reason to: I was no smarter than anybody else. I think everybody in the group felt the same way, and that was a big part of what made the group the way it was.


In 1979, Lick penned the last of his periodic prognostications of the world’s networked future, for a book of essays about the abstract future of computing that was published by the MIT Press. As before, he took the year 2000 as the watershed point.

On the whole, computer technology continues to advance along the curve it has followed in its three decades of history since World War II. The amount of information that can be stored for a given period or processed in a given way at unit cost doubles every two years. (The 21 years from 1979 to 2000 yielded ten doublings, for a factor of about 1000.) Wave guides, optical fibers, rooftop satellite antennas, and coaxial cables provide abundant bandwidth and inexpensive digital transmission both locally and over long distances. Computer consoles with good graphics displays and speech input and output have become almost as common as television sets. Some pocket computers are fully programmable, as powerful as IBM 360/40s used to be, and are equipped with both metallic and radio connectors to computer-communication networks.

An international network of digital computer-communication networks serves as the main and essential medium of informational interaction for governments, institutions, corporations, and individuals. The Multinet [i.e., Internet], as it is called, is hierarchical — some of the component networks are themselves networks of networks — and many of the top-level networks are national networks. The many sub-networks that comprise this network of networks are electronically and physically interconnected. Most of them handle real-time speech as well as computer messages, and some handle video.

The Multinet has supplanted the postal system for letters, the dial-telephone system for conversations and teleconferences, standalone batch-processing and time-sharing systems for computation, and most filing cabinets, microfilm repositories, document rooms, and libraries for information storage and retrieval. Many people work at home, interacting with clients and coworkers through the Multinet, and many business offices (and some classrooms) are little more than organized interconnections of such home workers and their computers. People shop through the Multinet, using its funds-transfer functions, and a few receive delivery of small items through adjacent pneumatic-tube networks. Routine shopping and appointment scheduling are generally handled by private-secretary-like programs called OLIVERs which know their masters’ needs. Indeed, the Multinet handles scheduling of almost everything schedulable. For example, it eliminates waiting to be seated at restaurants and if you place your order through it it can eliminate waiting to be served…


But for the first time, Lick also chose to describe a dystopian scenario to go along with the utopian one, stating that the former was just as likely as the latter if open standards like TCP/IP, and the spirit of cooperation that they personified, got pushed away in favor of closed networks and business models. If that happened, the world’s information spaces would be siloed off from one another, and humanity would have lost a chance it never even realized it had.

Because their networks are diverse and uncoordinated, recalling the track-gauge situation in the early days of railroading, the independent “value-added-carrier” companies capture only the fringes of the computer-communication market, the bulk of it being divided between IBM (integrated computer-communication systems based on satellites) and the telecommunications companies (transmission services but not integrated computer-communication services, no remote-computing services)…

Electronic funds transfer has not replaced money, as it turns out, because there were too many uncoordinated bank networks and too many unauthorized and inexplicable transfers of funds. Electronic message systems have not replaced mail, either, because there were too many uncoordinated governmental and commercial networks, with no network at all reaching people’s homes, and messages suffered too many failures of transfers…


Looking back on these two scenarios from the perspective of 2022, when we stand almost exactly as far beyond Lick’s watershed point as he stood before it, we can note with gratification that his more positive scenario turned out to be the more correct one; if some niceties such as computer speech recognition didn’t arrive quite on his time frame, the overall network ecosystem he described certainly did. We might be tempted to contemplate at this point that the J.C.R. Licklider of 1979 may have been older in some ways than his 64 years, being a man who had known as much failure as success over the course of a career spanning four and a half impossibly busy decades, and we might be tempted to ascribe his newfound willingness to acknowledge the pessimistic as well as the optimistic to these factors alone.

But I believe that to do so would be a mistake. It is disarmingly easy to fall into a mindset of inevitability when we consider the past, to think that the way things turned out are the only way they ever could have. In truth, the open Internet we are still blessed with today, despite the best efforts of numerous governments and corporations to capture and close it, may never have been a terribly likely outcome; we may just possibly have won an historical lottery. When you really start to dig into the subject, you find that there are countless junctures in the story where things could have gone very differently indeed.

Consider: way back in 1971, amidst the first rounds of fiscal austerity at ARPA, Larry Roberts grew worried about whether he would be able to convince his bosses to continue funding the fledgling ARPANET at all. Determined not to let it die, he entered into serious talks with AT&T about the latter buying the whole kit and caboodle. After months of back and forth, AT&T declined, having decided there just wasn’t any money to be made there. What would have happened if AT&T had said yes, and the ARPANET had fallen into the hands of such a corporation at this early date? Not only digital history but a hugely important part of recent human history would surely have taken a radically different course. There would not, for instance, have ever been a TCP/IP protocol to run the Internet if ARPA had washed their hands of the whole thing before Robert Kahn and Vint Cerf could create it.

And so it goes, again and again and again. It was a supremely unlikely confluence of events, personalities, and even national moods that allowed the ARPANET to come into being at all, followed by an equally unlikely collection of same that let its child the Internet survive down to the present day with its idealism a bit tarnished but basically intact. We spend a lot of time lamenting the horrific failures of history. This is understandable and necessary — but we should also make some time here and there for its crazy, improbable successes.



 

On October 4, 1985, J.C.R. Licklider finally retired from MIT for good. His farewell dinner that night had hundreds of attendees, all falling over themselves to pay him homage. Lick himself, now 70 years old and visibly infirm, accepted their praise shyly. He seemed most touched by the speakers who came to the podium late in the evening, after the big names of academia and industry: the group of students who had taken to calling themselves “Lick’s kids” — or, in hacker parlance, “lixkids.”

“When I was an undergraduate,” said one of them, “Lick was just a nice guy in a corner office who gave us all a wonderful chance to become involved with computers.”

“I’d felt I was the only one,” recalled another of the lixkids later. “That somehow Lick and I had this mystical bond, and nobody else. Yet during that evening I saw that there were 200 people in the room, 300 people, and that all of them felt that same way. Everybody Lick touched felt that he was their hero and that he had been an extraordinarily important person in their life.”

J.C.R. Licklider died on June 26, 1990, just as the networked future he had so fondly envisioned was about to become a tangible reality for millions of people, thanks to a confluence of three factors: an Internet that was descended from the original ARPANET, itself the realization of Lick’s own Intergalactic Computer Network; a new generation of cheap and capable personal computers that were small enough to sit on desktops and yet could do far more than the vast majority of the machines Lick had had a chance to work on; and a new and different way of navigating texts and other information spaces, known as hypertext theory. In the next article, we’ll see how those three things yielded the World Wide Web, a place as useful and enjoyable for the ordinary folks of the world as it is for computing’s intellectual elites. Lick, for one, wouldn’t have had it any other way.

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton; Where Wizards Stay Up Late: The Origins of the Internet by Katie Hafner and Matthew Lyon, Hackers: Heroes of the Computer Revolution by Steven Levy, From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman, The Dream Machine by M. Mitchell Waldrop, A History of Modern Computing (2nd ed.) by Paul E. Ceruzzi, Communication Networks: A Concise Introduction by Jean Walrand and Shyam Parekh, Computing in the Middle Ages by Severo M. Ornstein, and The Computer Age: A Twenty-Year View edited by Michael L. Dertouzos and Joel Moses.)

 Footnotes[+]

 Footnotes  



 	↑1 	In fact, Lick agreed to join Infocom’s board of directors, although his role there was a largely ceremonial one; he was not a gamer himself, and had little knowledge of or interest in the commercial market for home-computer games that had begun to emerge by the beginning of the 1980s. Still, everyone involved with the company remembers that he genuinely exulted at Infocom’s successes and commiserated with their failures, just as he did with those of all of his former students.




  
 


		
	
		
			
				Comments

				22 Responses 
			


						
		
						
				Lee			

			
				May 6, 2022 at 5:48 pm			

			
				
				Jimmy, when I was a formative sysadmin geek in the 90s, I was taught that the “T” in TCP was for “Transmission,” rather than “Transport.” I’ve actually not ever heard “Transport Control Protocol” before reading this piece.

Do you have some historic sourcing on “transmission” vs “transport”? Is this one of those areas where history has corrupted an acronym, like how an unfortunately large number of people today seem to think the “I” in RAID stands for “independent” instead of the correct “inexpensive”? Would love to know.

Really enjoying this series. Thanks for writing it!

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 6, 2022 at 8:06 pm			

			
				
				I’d love that to be the case, but I’m afraid it was just an error on my part. I checked the original journal article from 1974, and it was indeed called Transmission Control Protocol from the start. Thanks for pointing it out!

				


			

			

	





		
		
						
				Derek			

			
				May 6, 2022 at 6:24 pm			

			
				
				Hearing the story of the first message sent via the internet, I’ve always assumed that once they got the system back up, they tried to type LOGIN again. Which would mean that the first three letters on the internet were “L O L”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 6, 2022 at 8:06 pm			

			
				
				:)

				


			

			

	





		
		
						
				David Boddie			

			
				May 6, 2022 at 11:09 pm			

			
				
				A small correction: “before Robert Kahn and Vint Cern could create it” (Cerf)

You were getting ahead of yourself, perhaps. ;-)

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 7, 2022 at 7:22 am			

			
				
				Indeed. :) Thanks!

				


			

			

	





		
		
						
				Keith Palmer			

			
				May 6, 2022 at 11:48 pm			

			
				
				I’ve been reading this series with interest, although the first comment I’ve really thought of making is a small anecdote about a possibly early reference to ARPANET, or rather “content on it.” The September-October 1976 issue of Creative Computing included three reviews of Joseph Weizenbaum’s Computer Power and Human Reason, and the most critical of them (by John McCarthy) mentioned it had “originally ‘appeared’ in a public file on the ARPA net.” If this series gets around to mentioning Usenet (which I understand wasn’t “on the Internet” to begin with), I could mention a reference to it from 1985 I once came across.

				


			

			

	

		
		
						
				David Ghandehari			

			
				May 6, 2022 at 11:57 pm			

			
				
				Just a “little” background on IP vs TCP, and TCP’s less-well-known little brother, UDP. I’ve been telling my kindergartner about them to put him to sleep, lately, works great!

Internet Protocol is focused on getting packets to their destination — just routing. It has 3 major limitations:

1. It’s unreliable. Routers buffer packets if too many arrive at once, but if those buffers get too big, it causes all sorts of backup problems. So, the buffers are small, and when full, the buffers just drop packets. There are no guarantees about delivery of any given packet.

2. It’s unordered. Two packets, 1 and 2, sent from node A to node B might take different routes. One might be slower, and so packet 2 could easily arrive at B before packet 1.

3. It’s a fixed size. Generally around ~1500 bytes, but if your IP packet is bigger than fits on any leg of the journey, it’ll be dropped.

TCP then solves these problems by sending ACKnowledge packets back to say which IP packets were received, and retransmits lost packets. It also assigns an order number to each packet, and reorders packets that arrive out of order. Finally, TCP uses a metaphor of a streaming connection to avoid packet size concerns. You write bytes and it will break them into IP packets somehow. The other side gets bytes in the same order.

TCP has a big problem, too, though. It’s called Head-of-Line Blocking. If packet 73 gets dropped, then any packets after 73 will be held up until 73 is successfully ACKed. A lot of times, those other packets have nothing to do with packet 73, they are just being transmitted on the same TCP connection. This can add unpredictable latency to real-time latency-sensitive applications, like voice chat, video chat, and games.

So, these apps tend to use UDP, which stands for User Datagram Protocol. It’s much like IP in that it is unreliable and unordered, but it allows for much bigger packets, up to 64kb. And if they need ordering or reliability, they build it themselves, often in a lighterweight or partial way.

Google came up with QUIC, which has been approved to become HTTP/3. It is based on UDP to avoid the Head-of-Line Blocking problem, but it pretty much provides everything that TCP and HTTP and TLS (encryption) does. Things move very slowly in the Internet world, because no one can break compatibility with anything, but I think eventually we will move pretty much everything off of HTTP/TLS/TCP/IP and onto QUIC/UDP/IP.

				


			

			

	

		
		
						
				Daniel Wolf			

			
				May 7, 2022 at 5:49 am			

			
				
				Typo: “bids to built” -> “bids to build”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 7, 2022 at 7:23 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Nate			

			
				May 8, 2022 at 5:19 am			

			
				
				Enjoying this series. Thanks 

Typo: “United Sates Congress”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 8, 2022 at 6:42 am			

			
				
				Thanks!

				


			

			

	





		
		
						
				Adam Sampson			

			
				May 8, 2022 at 3:32 pm			

			
				
				“Stanford’s AI Lab had brought a program called Parry, an evolution of Eliza, a computerized “psychotherapist” — we would call it a chatbot today — originally created by one Joseph Weizenbaum at MIT in 1966.”

That maybe undersells PARRY a bit – it simulates a patient rather than a therapist, and it’s somewhat more complex than ELIZA. The SAILDART archive shows it was new in 1972 and was still being developed in 1978; as with ZORK at MIT, SAIL eventually had to limit ARPANET guest users’ access to it to reduce system load. The conversation you’re quoting is between the two programs, and is from RFC 439 in September 1972: “PARRY was running at SAIL and DOCTOR [ELIZA] at BBN Tenex, both being accessed from UCLA/SEX”.

The complete “Scenarios for using ARPANET” handout from the ICCC 1972 conference, with instructions for using all the services that participants had set up, is available here courtesy of Jack Haverty: https://github.com/larsbrinkhoff/its-archives/blob/master/dmcg/ICCCScenarios1972.pdf

It’s interesting to see what applications the participants thought would be worth showing off fifty years ago – there are several chatbots and other games, including MIT’s JOTTO, which is effectively Wordle.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 9, 2022 at 7:46 am			

			
				
				Ah, I didn’t get the detail that Parry was talking *to* Eliza. Edit made. Thanks!

				


			

			

	





		
		
						
				Conor			

			
				May 15, 2022 at 4:25 pm			

			
				
				I’m really enjoying this series. I read a story this week about the new internet cables that Google, Meta, and Amazon are laying, and I felt like I actually had context for my reading. 

https://restofworld.org/2022/google-meta-underwater-cables/

				


			

			

	

		
		
						
				Matt Krzesniak			

			
				May 18, 2022 at 11:41 pm			

			
				
				Another great article!

I’m guessing this should be neighborhood?

“There was ALOHANET, which used radio waves to join the various campuses of the University of Hawaii, which were located on different islands, into one computing neighorbood.”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 19, 2022 at 4:43 am			

			
				
				Yes. Thanks!

				


			

			

	





		
		
						
				Nathanael			

			
				May 29, 2022 at 5:56 am			

			
				
				Worth discussing the next stage, which generally gets left out of the histories: the massive network expansions related to CSNet and NSFNet in the US.  

There were arguments over whether to use the “official” OSI model, or TCP/IP.  TCP/IP was chosen.  Shortly after this buildout all the universities in the US started having real-time always-on Internet connections usable by anyone — rather than the “delayed”, low-bandwidth, sometimes only on during certain hours of the day, internet connections which many had before (those older Internet connections were primarily useable for email or Usenet, but not for “live” activities).  Similar things happened in other countries.

This is often a missing stage in the histories; it comes after the part discussed here, and before the WWW.  There are some write-ups and lectures recorded on Youtube about it though.

				


			

			

	

		
		
						
				Wouter Lammers			

			
				June 18, 2022 at 6:34 pm			

			
				
				I spotted a “Seeing that no else was doing so”. “no one” or “nobody” maybe?

Enjoying this series a lot!

				


			

			

	
		
		
						
				Jimmy Maher			

			
				June 19, 2022 at 1:21 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Peter Olausson			

			
				June 27, 2022 at 7:39 am			

			
				
				Minute remark: Charley Kline seems to be the preferred spelling of the pioneer’s name.

I hope there’s a statue or something of Licklider somewhere. And Derek, I really liked the LOL-remark!

				


			

			

	
		
		
						
				Jimmy Maher			

			
				June 27, 2022 at 3:22 pm			

			
				
				Thanks! Sadly, Licklider is not immortalized anywhere that I know of. It would be nice to see something on the MIT campus if nowhere else…

				


			

			

	





			




	
		
	
		
			
				A Web Around the World, Part 10: A Web of Associations

				May 20, 2022
			

While wide-area computer networking, packet switching, and the Internet were coming of age, all of the individual computers on the wire were becoming exponentially faster, exponentially more capacious internally, and exponentially smaller externally. The pace of their evolution was unprecedented in the history of technology; had automobiles been improved at a similar rate, the Ford Model T would have gone supersonic within ten years of its introduction. We should take a moment now to find out why and how such a torrid pace was maintained.

As Claude Shannon and others realized before World War II, a digital computer in the abstract is an elaborate exercise in boolean logic, a dynamic matrix of on-off switches — or, if you like, of ones and zeroes. The more of these switches a computer has, the more it can be and do. The first Turing-complete digital computers, such as ENIAC and Whirlwind, implemented their logical switches using vacuum tubes, a venerable technology inherited from telephony. Each vacuum tube was about as big as an incandescent light bulb, consumed a similar amount of power, and tended to burn out almost as frequently. These factors made the computers which employed vacuum tubes massive edifices that required as much power as the typical city block, even as they struggled to maintain an uptime of more than 50 percent — and all for the tiniest sliver of one percent of the overall throughput of the smartphones we carry in our pockets today. Computers of this generation were so huge, expensive, and maintenance-heavy in relation to what they could actually be used to accomplish that they were largely limited to government-funded research institutions and military applications.

Computing’s first dramatic leap forward in terms of its basic technological underpinnings also came courtesy of telephony. More specifically, it came in the form of the transistor, a technology which had been invented at Bell Labs in December of 1947 with the aim of improving telephone switching circuits. A transistor could function as a logical switch just as a vacuum tube could, but it was a minute fraction of the size, consumed vastly less power, and was infinitely more reliable. The computers which IBM built for the SAGE project during the 1950s straddled this technological divide, employing a mixture of vacuum tubes and transistors. But by 1960, the computer industry had fully and permanently embraced the transistor. While still huge and unwieldy by modern standards, computers of this era were practical and cost-effective for a much broader range of applications than their predecessors had been; corporate computing started in earnest in the transistor era.

Nevertheless, wiring together tens of thousands of discrete transistors remained a daunting task for manufacturers, and the most high-powered computers still tended to fill large rooms if not entire building floors. Thankfully, a better way was in the offing. Already in 1958, a Texas Instruments engineer named Jack Kilby had come up with the idea of the integrated circuit: a collection of miniaturized transistors and other electrical components embedded in a silicon wafer, the whole being suitable for stamping out quickly in great quantities by automated machinery. Kilby invented, in other words, the soon-to-be ubiquitous computer chip, which could be wired together with its mates to produce computers that were not only smaller but easier and cheaper to manufacture than those that had come before. By the mid-1960s, the industry was already in the midst of the transition from discrete transistors to integrated circuits, producing some machines that were no larger than a refrigerator; among these was the Honeywell 516, the computer which was turned into the world’s first network router.

Embedded Javascript removed for eBook.[1]When he first stated his law in 1965, Moore actually proposed a doubling every single year, but revised his calculations in 1975.

The next step was perhaps inevitable, but it nevertheless occurred almost by accident. In 1971, an Intel engineer named Federico Faggin put all of the circuits making up a computer’s arithmetic, logic, and control units — the central “brain” of a computer — onto a single chip. And so the microprocessor was born. No one involved with the project at the time anticipated that the Intel 4004 central-processing unit would open the door to a new generation of general-purpose “microcomputers” that were small enough to sit on desktops and cheap enough to be purchased by ordinary households. Faggin and his colleagues rather saw the 4004 as a fairly modest, incremental advancement of the state of the art, which would be deployed strictly to assist bigger computers by serving as the brains of disk controllers and other single-purpose peripherals. Before we rush to judge them too harshly for their lack of vision, we should remember that they are far from the only inventors in history who have failed to grasp the real importance of their creations.

At any rate, it was left to independent tinkerers who had been dreaming of owning a computer of their own for years, and who now saw in the microprocessor the opportunity to do just that, to invent the personal computer as we know it. The January 1975 issue of Popular Electronics sports one of the most famous magazine covers in the history of American technology: it announces the $439 Altair 8800, from a tiny Albuquerque, New Mexico-based company known as MITS. The Altair was nothing less than a complete put-it-together-yourself microcomputer kit, built around the Intel 8080 microprocessor, a successor model to the 4004.

[image: ]The magazine cover that launched a technological revolution.


The next milestone came in 1977, when three separate companies announced three separate pre-assembled, plug-em-in-and-go personal computers: the Apple II, the Radio Shack TRS-80, and the Commodore PET. In terms of raw computing power, these machines were a joke compared to the latest institutional hardware. Nonetheless, they were real, Turing-complete computers that many people could afford to buy and proceed to tinker with to their heart’s content right in their own homes. They truly were personal computers: their buyers didn’t have to share them with anyone. It is difficult to fully express today just how extraordinary an idea this was in 1977.

This very website’s early years were dedicated to exploring some of the many things such people got up to with their new dream machines, so I won’t belabor the subject here. Suffice to say that those first personal computers were, although of limited practical utility, endlessly fascinating engines of creativity and discovery for those willing and able to engage with them on their own terms. People wrote programs on them, drew pictures and composed music, and of course played games, just as their counterparts on the bigger machines had been doing for quite some time. And then, too, some of them went online.

The first microcomputer modems hit the market the same year as the trinity of 1977. They operated on the same principles as the modems developed for the SAGE project a quarter-century before — albeit even more slowly. Hobbyists could thus begin experimenting with connecting their otherwise discrete microcomputers together, at least for the duration of a phone call.

But some entrepreneurs had grander ambitions. In July of 1979, not one but two subscription-based online services, known as CompuServe and The Source, were announced almost simultaneously. Soon anyone with a computer, a modem, and the requisite disposal income could dial them up to socialize with others, entertain themselves, and access a growing range of useful information.

Again, I’ve written about this subject in some detail before, so I won’t do so at length here. I do want to point out, however, that many of J.C.R. Licklider’s fondest predictions for the computer networks of the future first became a reality on the dozen or so of these commercial online services that managed to attract significant numbers of subscribers over the years. It was here, even more so than on the early Internet proper, that his prognostications about communities based on mutual interest rather than geographical proximity proved their prescience. Online chatting, online dating, online gaming, online travel reservations, and online shopping first took hold here, first became a fact of life for people sitting in their living rooms. People who seldom or never met one another face to face or even heard one another’s voices formed relationships that felt as real and as present in their day-to-day lives as any others — a new phenomenon in the history of social interaction. At their peak circa 1995, the commercial online services had more than 3.5 million subscribers in all.

Yet these services failed to live up to the entirety of Licklider’s old dream of an Intergalactic Computer Network. They were communities, yes, but not quite networks in the sense of the Internet. Each of them lived on a single big mainframe, or at most a cluster of them, in a single data center, which you dialed into using your microcomputer. Once online, you could interact in real time with the hundreds or thousands of others who might have dialed in at the same time, but you couldn’t go outside the walled garden of the service to which you’d chosen to subscribe. That is to say, if you’d chosen to sign up with CompuServe, you couldn’t talk to someone who had chosen The Source. And whereas the Internet was anarchic by design, the commercial online services were steered by the iron hands of the companies who had set them up. Although individual subscribers could and often did contribute content and in some ways set the tone of the services they used, they did so always at the sufferance of their corporate overlords.

Through much of the fifteen years or so that the commercial services reigned supreme, many or most microcomputer owners failed to even realize that an alternative called the Internet existed. Which is not to say that the Internet was without its own form of social life. Its more casual side centered on an online institution known as Usenet, which had arrived on the scene in late 1979, almost simultaneously with the first commercial services.

At bottom, Usenet was (and is) a set of protocols for sharing public messages, just as email served that purpose for private ones. What set it apart from the bustling public forums on services like CompuServe was its determinedly non-centralized nature. Usenet as a whole was a network of many servers, each storing a local copy of its many “newsgroups,” or forums for discussions on particular topics. Users could read and post messages using any of the servers, either by sitting in front of its own keyboard and monitor or, more commonly, through some form of remote connection. When a user posted a new message to a server, it sent it on to several other servers, which were then expected to send it further, until the message had propagated through the whole network of Usenet servers. The system’s asynchronous nature could distort conversations; messages reached different servers at different times, which meant you could all too easily find yourself replying to a post that had already been retracted, or making a point someone else had already made before you. But on the other hand, Usenet was almost impossible to break completely — just like the Internet itself.

Strictly speaking, Usenet did not depend on the Internet for its existence. As far as it was concerned, its servers could pass messages among themselves in whatever way they found most convenient. In its first few years, this sometimes meant that they dialed one another up directly over ordinary phone lines and talked via modem. As it matured into a mainstay of hacker culture, however, Usenet gradually became almost inseparable from the Internet itself in the minds of most of its users.

From the three servers that marked its inauguration in 1979, Usenet expanded to 11,000 by 1988. The discussions that took place there didn’t quite encompass the whole of the human experience equally; the demographics of the hacker user base meant that computer programming tended to get more play than knitting, Pink Floyd more play than Madonna, and science-fiction novels more play than romances. Still, the newsgroups were nothing if not energetic and free-wheeling. For better or for worse, they regularly went places the commercial online services didn’t dare allow. For example, Usenet became one of the original bastions of online pornography, first in the form of fevered textual fantasies, then in the somehow even more quaint form of “ASCII art,” and finally, once enough computers had the graphics capabilities to make it worthwhile, as actual digitized photographs. In light of this, some folks expressed relief that it was downright difficult to get access to Usenet and the rest of the Internet if one didn’t teach or attend classes at a university, or work at a tech company or government agency.

The perception of the Internet as a lawless jungle, more exciting but also more dangerous than the neatly trimmed gardens of the commercial online services, was cemented by the Morris Worm, which was featured on the front page of the New York Times for four straight days in December of 1988. Created by a 23-year-old Cornell University graduate student named Robert Tappan Morris, it served as many people’s ironic first notice that a network called the Internet existed at all. The exploit, which its creator later insisted had been meant only as a harmless prank, spread by attaching itself to some of the core networking applications used by Unix, a powerful and flexible operating system that was by far the most popular among Internet-connected computers at the time. The Morris Worm came as close as anything ever has to bringing the entire Internet down when its exponential rate of growth effectively turned it into a network-wide denial-of-service attack — again, accidentally, if its creator is to be believed. (Morris himself came very close to a prison sentence, but escaped with three years of probation, a $10,000 fine, and 400 hours of community service, after which he went on to a lucrative career in the tech sector at the height of the dot-com boom.)

Attitudes toward the Internet in the less rarefied wings of the computing press had barely begun to change even by the beginning of the 1990s. An article from the issue of InfoWorld dated February 4, 1991, encapsulates the contemporary perceptions among everyday personal-computer owners of this “vast collection of networks” which is “a mystery even to people who call it home.”

It is a highway of ideas, a collective brain for the nation’s scientists, and perhaps the world’s most important computer bulletin board. Connecting all the great research institutions, a large network known collectively as the Internet is where scientists, researchers, and thousands of ordinary computer users get their daily fix of news and gossip.

But it is the same network whose traffic is occasionally dominated by X-rated graphics files, UFO sighting reports, and other “recreational” topics. It is the network where renegade “worm” programs and hackers occasionally make the news.

As with all communities, this electronic village has both high- and low-brow neighborhoods, and residents of one sometimes live in the other.

What most people call the Internet is really a jumble of networks rooted in academic and research institutions. Together these networks connect over 40 countries, providing electronic mail, file transfer, remote login, software archives, and news to users on 2000 networks.

Think of a place where serious science comes from, whether it’s MIT, the national laboratories, a university, or [a] private enterprise, [and] chances are you’ll find an Internet address. Add [together] all the major sites, and you have the seeds of what detractors sometimes call “Anarchy Net.”

Many people find the Internet to be shrouded in a cloud of mystery, perhaps even intrigue.

With addresses composed of what look like contractions surrounded by ‘!’s, ‘@’s, and ‘.’s, even Internet electronic mail seems to be from another world. Never mind that these “bangs,” “at signs,” and “dots” create an addressing system valid worldwide; simply getting an Internet address can be difficult if you don’t know whom to ask. Unlike CompuServe or one of the other email services, there isn’t a single point of contact. There are as many ways to get “on” the Internet as there are nodes.

At the same time, this complexity serves to keep “outsiders” off the network, effectively limiting access to the world’s technological elite.


The author of this article would doubtless have been shocked to learn that within just four or five years this confusing, seemingly willfully off-putting network of scientists and computer nerds would become the hottest buzzword in media, and that absolutely everybody, from your grandmother to your kids’ grade-school teacher, would be rushing to get onto this Internet thing before they were left behind, even as stalwart rocks of the online ecosystem of 1991 like CompuServe would already be well on their way to becoming relics of a bygone age.

The Internet had begun in the United States, and the locus of the early mainstream excitement over it would soon return there. In between, though, the stroke of inventive genius that would lead to said excitement would happen in the Old World confines of Switzerland.



[image: ]Tim Berners-Lee


In many respects, he looks like an Englishman from central casting — quiet, courteous, reserved. Ask him about his family life and you hit a polite but exceedingly blank wall. Ask him about the Web, however, and he is suddenly transformed into an Italian — words tumble out nineteen to the dozen and he gesticulates like mad. There’s a deep, deep passion here. And why not? It is, after all, his baby.

— John Naughton, writing about Tim Berners-Lee



The seeds of the Conseil Européen pour la Recherche Nucléaire — better known in the Anglosphere as simply CERN — were planted amidst the devastation of post-World War II Europe by the great French quantum physicist Louis de Broglie. Possessing an almost religious faith in pure science as a force for good in the world, he proposed a new, pan-European foundation dedicated to exploring the subatomic realm. “At a time when the talk is of uniting the peoples of Europe,” he said, “[my] attention has turned to the question of developing this new international unit, a laboratory or institution where it would be possible to carry out scientific work above and beyond the framework of the various nations taking part. What each European nation is unable to do alone, a united Europe can do, and, I have no doubt, would do brilliantly.” After years of dedicated lobbying on de Broglie’s part, CERN officially came to be in 1954, with its base of operations in Geneva, Switzerland, one of the places where Europeans have traditionally come together for all manner of purposes.

The general technological trend at CERN over the following decades was the polar opposite of what was happening in computing: as scientists attempted to peer deeper and deeper into the subatomic realm, the machines they required kept getting bigger and bigger. Between 1983 and 1989, CERN built the Large Electron-Positron Collider in Geneva. With a circumference of almost seventeen miles, it was the largest single machine ever built in the history of the world. Managing projects of such magnitude, some of them employing hundreds of scientists and thousands of support staff, required a substantial computing infrastructure, along with many programmers and systems architects to run it. Among this group was a quiet Briton named Tim Berners-Lee.

Berners-Lee’s credentials were perfect for his role. He had earned a bachelor’s degree in physics from Oxford in 1976, only to find that pure science didn’t satisfy his urge to create practical things that real people could make use of. As it happened, both of his parents were computer scientists of considerable note; they had both worked on the University of Manchester’s Mark I computer, the world’s very first stored-program von Neumann machine. So, it was natural for their son to follow in their footsteps, to make a career for himself in the burgeoning new field of microcomputing. Said career took him to CERN for a six-month contract in 1980, then back to Geneva on a more permanent basis in 1984. Because of his background in physics, Berners-Lee could understand the needs of the scientists he served better than many of his colleagues; his talent for devising workable solutions to their problems turned him into something of a star at CERN. Among other projects, he labored long and hard to devise a way of making the thousands upon thousands of pages of documentation that were generated at CERN each year accessible, manageable, and navigable.

But, for all that Berners-Lee was being paid to create an internal documentation system for CERN, it’s clear that he began thinking along bigger lines fairly quickly. The same problems of navigation and discoverability that dogged his colleagues at CERN were massively present on the Internet as a whole. Information was hidden there in out-of-the-way repositories that could only be accessed using command-line-driven software with obscure command sets — if, that is, you knew that it existed at all.

His idea of a better way came courtesy of hypertext theory: a non-linear approach to reading texts and navigating an information space, built around associative links embedded within and between texts. First proposed by Vannevar Bush, the World War II-era MIT giant whom we briefly met in an earlier article in this series, hypertext theory had later proved a superb fit with a mouse-driven graphical computer interface which had been pioneered at Xerox PARC during the 1970s under the astute management of our old friend Robert Taylor. The PARC approach to user interfaces reached the consumer market in a prominent way for the first time in 1984 as the defining feature of the Apple Macintosh. And the Mac in turn went on to become the early hotbed of hypertext experimentation on consumer-grade personal computers, thanks to Apple’s own HyperCard authoring system and the HyperCard-driven laser discs and CD-ROMs that soon emerged from companies like Voyager.

The user interfaces found in HyperCard applications were surprisingly similar to those found in the web browsers of today, but they were limited to the curated, static content found on a single floppy disk or CD-ROM. “They’ve already done the difficult bit!” Berners-Lee remembers thinking. Now someone just needed to put hypertext on the Internet, to allow files on one computer to link to files on another, with anyone and everyone able to create such links. He saw how “a single hypertext link could lead to an enormous, unbounded world.” Yet no one else seemed to see this. So, he decided at last to do it himself. In a fit of self-deprecating mock-grandiosity, not at all dissimilar to J.C.R. Licklider’s call for an “Intergalactic Computer Network,” he named his proposed system the “World Wide Web.” He had no idea how perfect the name would prove.

He sat down to create his World Wide Web in October of 1990, using a NeXT workstation computer, the flagship product of the company Steve Jobs had formed after getting booted out of Apple several years earlier. It was an expensive machine — far too expensive for the ordinary consumer market — but supremely elegant, combining the power of the hacker-favorite operating system Unix with the graphical user interface of the Macintosh.

[image: ]The NeXT computer on which Tim Berners-Lee created the foundations of the World Wide Web. It then went on to become the world’s first web server.


Progress was swift. In less than three months, Berners-Lee coded the world’s first web server and browser, which also entailed developing the Hypertext Transfer Protocol (HTTP) they used to communicate with one another and the Hypertext Markup Language (HTML) for embedding associative links into documents. These were the foundational technologies of the Web, which still remain essential to the networked digital world we know today.

The first page to go up on the nascent World Wide Web, which belied its name at this point by being available only inside CERN, was a list of phone numbers of the people who worked there. Clicking through its hypertext links being much easier than entering commands into the database application CERN had previously used for the purpose, it served to get Berners-Lee’s browser installed on dozens of NeXT computers. But the really big step came in August of 1991, when, having debugged and refined his system as thoroughly as he was able by using his CERN colleagues as guinea pigs, he posted his web browser, his web server, and documentation on how to use HTML to create web documents on Usenet. The response was not immediately overwhelming, but it was gratifying in a modest way. Berners-Lee:

People who saw the Web and realised the sense of unbound opportunity began installing the server and posting information. Then they added links to related sites that they found were complimentary or simply interesting. The Web began to be picked up by people around the world. The messages from system managers began to stream in: “Hey, I thought you’d be interested. I just put up a Web server.”


[image: ]Tim Berners-Lee’s original web browser, which he named Nexus in honor of its host platform. The NeXT computer actually had quite impressive graphics capabilities, but you’d never know it by looking at Nexus.


In December of 1991, Berners-Lee begged for and was reluctantly granted a chance to demonstrate the World Wide Web at that year’s official Hypertext conference in San Antonio, Texas. He arrived with high hopes, only to be accorded a cool reception. The hypertext movement came complete with more than its fair share of stodgy theorists with rigid ideas about how hypertext ought to work — ideas which tended to have more to do with the closed, curated experiences of HyperCard than the anarchic open Internet. Normally modest almost to a fault, the Berners-Lee of today does allow himself to savor the fact that “at the same conference two years later, every project on display would have something to do with the Web.”

But the biggest factor holding the Web back at this point wasn’t the resistance of the academics; it was rather its being bound so tightly to the NeXT machines, which had a total user base of no more than a few tens of thousands, almost all of them at universities and research institutions like CERN. Although some browsers had been created for other, more popular computers, they didn’t sport the effortless point-and-click interface of Berners-Lee’s original; instead they presented their links like footnotes, whose numbers the user had to type in to visit them. Thus Berners-Lee and the fellow travelers who were starting to coalesce around him made it their priority in 1992 to encourage the development of more point-and-click web browsers. One for the X Window System, the graphical-interface layer which had been developed for the previously text-only Unix, appeared in April. Even more importantly, a Macintosh browser arrived just a month later; this marked the first time that the World Wide Web could be explored in the way Berners-Lee had envisioned on a computer that the proverbial ordinary person might own and use.

Amidst the organization directories and technical papers which made up most of the early Web — many of the latter inevitably dealing with the vagaries of HTTP and HTML themselves — Berners-Lee remembers one site that stood out for being something else entirely, for being a harbinger of the more expansive, humanist vision he had had for his World Wide Web almost from the start. It was a site about Rome during the Renaissance, built up from a traveling museum exhibition which had recently visited the American Library of Congress. Berners-Lee:

On my first visit, I wandered to a music room. There was an explanation of the events that caused the composer Carpentras to present a decorated manuscript of his Lamentations of Jeremiah to Pope Clement VII. I clicked, and was glad I had a 21-inch colour screen: suddenly it was filled with a beautifully illustrated score, which I could gaze at more easily and in more detail than I could have done had I gone to the original exhibit at the Library of Congress.


If we could visit this site today, however, we would doubtless be struck by how weirdly textual it was for being a celebration of the Renaissance, one of the most excitingly visual ages in all of history. The reality is that it could hardly have been otherwise; the pages displayed by Berners-Lee’s NeXT browser and all of the others could not mix text with images at all. The best they could do was to present links to images, which, when clicked, would lead to a picture being downloaded and displayed in a separate window, as Berners-Lee describes above.

But already another man on the other side of the ocean was working on changing that — working, one might say, on the last pieces necessary to make a World Wide Web that we can immediately recognize today.



[image: ]Marc Andreessen barefoot on the cover of Time magazine, creating the archetype of the dot-com entrepreneur/visionary/rock star.


Tim Berners-Lee was the last of the old guard of Internet pioneers. Steeped in an ethic of non-profit research for the abstract good of the human race, he never attempted to commercialize his work. Indeed, he has seemed in the decades since his masterstroke almost to willfully shirk the money and fame that some might say are rightfully his for putting the finishing touch on the greatest revolution in communications since the printing press, one which has bound the world together in a way that Samuel Morse and Alexander Graham Bell could never have dreamed of.

Marc Andreessen, by contrast, was the first of a new breed of business entrepreneurs who have dominated our discussions of the Internet from the mid-1990s until the present day. Yes, one can trace the cult of the tech-sector disruptor, “making the world a better place” and “moving fast and breaking things,” back to the dapper young Steve Jobs who introduced the Apple Macintosh to the world in January of 1984. But it was Andreessen and the flood of similar young men that followed him during the 1990s who well and truly embedded the archetype in our culture.

Before any of that, though, he was just a kid who decided to make a web browser of his own.

Andreessen first discovered the Web not long after Berners-Lee first made his tools and protocols publicly available. At the time, he was a twenty-year-old student at the University of Illinois at Urbana-Champaign who held a job on the side at the National Center for Supercomputing Applications, a research institute with close ties to the university. The name sounded very impressive, but he found the job itself to be dull as ditch water. His dissatisfaction came down to the same old split between the “giant brain” model of computing of folks like Marvin Minsky and the more humanist vision espoused in earlier years by people like J.C.R. Licklider. The NCSA was in pursuit of the former, but Andreessen was a firm adherent of the latter.

Bored out of his mind writing menial code for esoteric projects he couldn’t care less about, Andreessen spent a lot of time looking for more interesting things to do on the Internet. And so he stumbled across the fledgling World Wide Web. It didn’t look like much — just a screen full of text — but he immediately grasped its potential.

In fact, he judged, the Web’s not looking like much was a big part of its problem. Casting about for a way to snazz it up, he had the stroke of inspiration that would make him a multi-millionaire within three years. He decided to add a new tag to Berners-Lee’s HTML specification: “<img>,” for “image.” By using it, one would be able to show pictures inline with text. It could make the Web an entirely different sort of place, a wonderland of colorful visuals to go along with its textual content.

As conceptual leaps go, this one really wasn’t that audacious. The biggest buzzword in consumer computing in recent years — bigger than hypertext — had been “multimedia,” a catch-all term describing exactly this sort of digital mixing of content types, something which was now becoming possible thanks to the ever-improving audiovisual capabilities of personal computers since those primitive early days of the trinity of 1977. Hypertext and multimedia had actually been sharing many of the same digs for quite some time. The HyperCard authoring system, for example, boasted capabilities much like those which Andreessen now wished to add to HTML, and the Voyager CD-ROMs already existed as compelling case studies in the potential of interactive multimedia hypertext in a non-networked context.

Still, someone had to be the first to put two and two together, and that someone was Marc Andreessen. An only moderately accomplished programmer himself, he convinced a much better one, another NCSA employee named Eric Bina, to help him create his new browser. The pair fell into roles vaguely reminiscent of those of Steve Jobs and Steve Wozniak during the early days of Apple Computer: Andreessen set the agenda and came up with the big ideas — many of them derived from tireless trawling of the Usenet newsgroups to find out what people didn’t like about the current browsers — and Bina turned his ideas into reality. Andreessen’s relentless focus on the end-user experience led to other important innovations beyond inline images, such as the “forward,” “back,” and “refresh” buttons that remain so ubiquitous in the browsers of today. The higher-ups at NCSA eventually agreed to allow Andreessen to brand his browser as a quasi-official product of their institute; on an Internet still dominated by academics, such an imprimatur was sure to be a useful aid. In January of 1993, the browser known as Mosaic — the name seemed an apt metaphor for the colorful multimedia pages it could display — went up on NCSA’s own servers. After that, “it spread like a virus,” in the words of Andreessen himself.

The slick new browser and its almost aggressively ambitious young inventor soon came to the attention of Tim Berners-Lee. He calls Andreessen “a total contrast to any of the other [browser] developers. Marc was not so much interested in just making the program work as in having his browser used by as many people as possible.” But, lest he sound uncharitable toward his populist counterpart, he hastens to add that “that was, of course, what the Web needed.” Berners-Lee made the Web; the garrulous Andreessen brought it to the masses in a way the self-effacing Briton could arguably never have managed on his own.

About six months after Mosaic hit the Internet, Tim Berners-Lee came to visit its inventor. Their meeting brought with it the first palpable signs of the tension that would surround the World Wide Web and the Internet as a whole almost from that point forward. It was the tension between non-profit idealism and the urge to commercialize, to brand, and finally to control. Even before the meeting, Berners-Lee had begun to feel disturbed by the press coverage Mosaic was receiving, helped along by the public-relations arm of NCSA itself: “The focus was on Mosaic, as if it were the Web. There was little mention of other browsers, or even the rest of the world’s effort to create servers. The media, which didn’t take the time to investigate deeper, started to portray Mosaic as if it were equivalent to the Web.” Now, at the meeting, he was taken aback by an atmosphere that smacked more of a business negotiation than a friendly intellectual exchange, even as he wasn’t sure what exactly was being negotiated. “Marc gave the impression that he thought of this meeting as a poker game,” Berners-Lee remembers.

Andreessen’s recollections of the meeting are less nuanced. Berners-Lee, he claims, “bawled me out for adding images to the thing.” Andreessen:

Academics in computer science are so often out to solve these obscure research problems. The universities may force it upon them, but they aren’t always motivated to just do something that people want to use. And that’s definitely the sense that we always had of CERN. And I don’t want to mis-characterize them, but whenever we dealt with them, they were much more interested in the Web from a research point of view rather than a practical point of view. And so it was no big deal to them to do a NeXT browser, even though nobody would ever use it. The concept of adding an image just for the sake of adding an image didn’t make sense [to them], whereas to us, it made sense because, let’s face it, they made pages look cool.


The first version of Mosaic ran only on X-Windows, but, as the above would indicate, Andreessen had never intended for that to be the case for long. He recruited more programmers to write ports for the Macintosh and, most importantly of all, for Microsoft Windows, whose market share of consumer computing in the United States was crossing the threshold of 90 percent. When the Windows version of Mosaic went online in September of 1993, it motivated hundreds of thousands of computer owners to engage with the Internet for the first time; the Internet to them effectively was Mosaic, just as Berners-Lee had feared would come to pass.

[image: ]The Mosaic browser. It may not look like much today, but its ability to display inline images was a game-changer.


At this time, Microsoft Windows didn’t even include a TCP/IP stack, the software layer that could make a machine into a full-fledged denizen of the Internet, with its own IP address and all the trimmings. In the brief span of time before Microsoft remedied that situation, a doughty Australian entrepreneur named Peter Tattam provided an add-on TCP/IP stack, which he distributed as shareware. Meanwhile other entrepreneurs scrambled to set up Internet service providers to provide the unwashed masses with an on-ramp to the Web — no university enrollment required! —  and the shelves of computer stores filled up with all-in-one Internet kits that were designed to make the whole process as painless as possible.

The unabashed elitists who had been on the Internet for years scorned the newcomers, but there was nothing they could do to stop the invasion, which stormed their ivory towers with overwhelming force. Between December of 1993 and December of 1994, the total amount of Web traffic jumped by a factor of eight. By the latter date, there were more than 10,000 separate sites on the Web, thanks to people all over the world who had rolled up their sleeves and learned HTML so that they could get their own idiosyncratic messages out to anyone who cared to read them. If some (most?) of the sites they created were thoroughly frivolous, well, that was part of the charm of the thing. The World Wide Web was the greatest leveler in the history of media; it enabled anyone to become an author and a publisher rolled into one, no matter how rich or poor, talented or talent-less. The traditional gatekeepers of mass media have been trying to figure out how to respond ever since.

Marc Andreessen himself abandoned the browser that did so much to make all this happen before it celebrated its first birthday. He graduated from university in December of 1993, and, annoyed by the growing tendency of his bosses at NCSA to take credit for his creation, he decamped for — where else? — Silicon Valley. There he bumped into Jim Clark, a huge name in the Valley, who had founded Silicon Graphics twelve years earlier and turned it into the biggest name in digital special effects for the film industry. Feeling hamstrung by Silicon Graphics’s increasing bureaucracy as it settled into corporate middle age, Clark had recently left the company, leading to much speculation about what he would do next. The answer came on April 4, 1994, when he and Marc Andreessen founded Mosaic Communications in order to build a browser even better than the one the latter had built at NCSA. The dot-com boom had begun.

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton, From Gutenberg to the Internet: A Sourcebook on the History of Information Technology edited by Jeremy M. Norman, A History of Modern Computing (2nd ed.) by Paul E. Ceruzzi, Communication Networks: A Concise Introduction by Jean Walrand and Shyam Parekh, Weaving the Web by Tim Berners-Lee, How the Web was Born by James Gillies and Robert Calliau, and Architects of the Web by Robert H. Reid. InfoWorld of August 24 1987, September 7 1987, April 25 1988, November 28 1988, January 9 1989, October 23 1989, and February 4 1991; Computer Gaming World of May 1993.)
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 	↑1 	When he first stated his law in 1965, Moore actually proposed a doubling every single year, but revised his calculations in 1975.
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				Ishkur			

			
				May 20, 2022 at 5:09 pm			

			
				
				The nerd/hacker/researcher/hobbyist culture of the early (pre-90s) Internet was certainly it’s own thing. Usenet back then had rules, and decorum, and etiquette (netiquette) that everyone seemed to abide by, adopted through osmosis by each newcomer over time. The culture remained firm as long as the flow of newcomers wasn’t too overwhelming.

But there was always a period where there would be a rush of newcomers, too many of them to assimilate into the culture immediately, and they would violate the semi-harmonious unwritten rules and decorum for a month or so before they settled down. This usually happened every September, as that was when universities welcomed a new class of freshmen with on-campus access to the Internet for the first time.

In this “September newbie” period Usenet was often rude, chaotic, and full of low quality signal-to-noise posts (not to mention spam), and by the 90s the old guard of Internet regulars noticed it getting longer and more obnoxious, often extending into October and November.

And then in 1993, the “September newbie” era extended well into 1994. And then AOL came out with their free dial-up package, extending it into 1995. And 1996 and beyond. The old “science & research” Internet was quickly swept aside in favor of commercial exploitation.

In Internet lore September 1993 is famously known as the Eternal September: The September that never ended.

				


			

			

	
		
		
						
				Andrew Plotkin			

			
				May 20, 2022 at 5:46 pm			

			
				
				This is where I show up, as part of Usenet’s (literal) freshman class of ’88. But from my point of view it wasn’t a *science and research* culture. It was a wild, fermenting discussion group about SF, fantasy, philosophy, math, sex, the SCA, and everything else that (primarily) American college students were obsessed with.

The AOL invasion wasn’t specifically about commercial exploitation, either. (Although it was the same era as the infamous Usenet green-card spam.) It was… just a cultural clash between an existing tribe of people talking about All That and a larger, incoming tribe. The tone of the discussion shifted and everybody hated that for the usual tribal reasons.

Usenet’s actual failure was its simplistic moderation model. There was no middle ground between “free-for-all” and “fully moderated, every post must be approved before it goes out.” Both models were completely unscalable. As “the Internet” got more popular, one Usenet group after another either collapsed, got overrun by spam, or just ossified (by becoming intolerably unpleasant for newcomers).

I hung on in the IF newsgroups until 2010, out of sheer stubbornness, but really the tolerable discussion had switched to web forums much earlier.

				


			

			

	
		
		
						
				Nate			

			
				May 21, 2022 at 6:04 am			

			
				
				It wasn’t just AOL that brought endless noise. It was the “IXers” (those using the easy setup Windows package of ix.netcom.com, which appeared earlier). Or the CompuServe or BIX, with their all-caps users. And I’m sure several before.  

AOL was barely the final straw. I think Napster was actually the end of an era. People weren’t getting on the Internet to communicate, it was just for free stuff. You could run Napster, get free music, and never talk to anyone. 

By that time, the Internet itself (the servers and routers I was fascinated by) was getting extremely homogeneous. Windows at the edge, Linux (and some Sun) at the center.
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				As it matured into a mainstay of hacker culture, however, Usenet gradually became almost inseparable from the Internet itself in the minds of most of its users.


As one who was there, it’s hard to overstate how true this was. Email always seemed to be (to paraphrase Steve Jobs) a feature, not a product. Even if Usenet (intentionally) resembles SMTP email in appearance, protocol, and formatting, it always has been its own thing. As you wrote, it was very much what the Internet *was* to most users until WWW really started to take off. BBSs that advertised “Internet access” meant “access to Usenet”, not necessarily even Internet email.

One for X-Windows, the graphical-interface layer which had been developed for the previously text-only Unix, appeared in April.


It’s “X Window”; no hyphen, no plural. *Everyone* gets this wrong. (I won’t even get into the protocol’s idiosyncratic use of “server” versus “client”, but that’s irrelevant here.)

After years of dedicated lobbying on de Broglie’s part, CERN officially came to be in 1954, with its base of operations in Geneva, Switzerland, one of the places where Europeans have traditionally come together for all manner of purposes.


You’re missing a more important reason for choosing Geneva. It’s a Swiss city that is almost completely surrounded by France, so it’s easy (and politically beneficial) for CERN facilities, including the Large Hadron Collider, to sprawl across the border.
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				May 20, 2022 at 7:33 pm			

			
				
				It’s “the X Window System”, or just plain “X”.  X is the name and a window system is what it is.

				


			

			

	

		
		
						
				Jimmy Maher			

			
				May 21, 2022 at 8:02 am			

			
				
				Thanks!

I remember setting up a Linux system from scratch back in the 1990s and trying to get X working. I remember having to export my IP address to the X “server.” Crazy what I used to do for fun. (Now I have no patience whatsoever for that sort of tinkering, and want my computers to Just Work.)

				


			

			

	





		
		
						
				Keith Palmer			

			
				May 20, 2022 at 10:17 pm			

			
				
				I’m certain I only noticed it years after the fact, but the November 1985 issue of IEEE Spectrum (my father had a subscription to it) contains a column from Robert W. Lucky where he discusses Usenet (without any explanation of how to connect yourself to it; I suppose IEEE members were thought smart enough to figure it out for themselves), frequently calling it just “the net.” This was back when all the newsgroups were named net.topic (Lucky mentions net.consumers, net.philosophy, net.movies, net.movies.sw (“to discuss the Star Wars saga”), and net.flame). He closed with “I am fascinated by the question of whether a new form of social interaction is in the making, or whether the phenomenon is just passing through an interesting, useful phase on its way to oblivion as thousands of new subscribers increase the noise and junk level until nothing but echoes of what-might-have-been remain.”

As for myself, I think the first time I really started to become aware of and intrigued by the Internet was around 1993, when a text file titled “Big Dummy’s Guide to the Internet” showed up on a “software of the month” disk we subscribed to. Usenet did seem “the killer app” then, but it wasn’t until late 1994 when, visiting the big city, I was able to dial into a “freenet” and dump newsgroup posts into text files for later perusal. I was given a book about Mosaic for Christmas in 1994, but there weren’t any Internet Service Providers in my small town then; I had to wait until the summer of 1995 for the first of them to start up (I managed to finagle my way into volunteering to see if Macintosh computers could be connected to their systems), and by that point I’d been supplied with a browser called “MacWeb” via Adam Engst’s “Internet Starter Kit for Macintosh” and Netscape was there to be noticed. I do still have the book about Mosaic, though.
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				I’m certain I only noticed it years after the fact, but the November 1985 issue of IEEE Spectrum (my father had a subscription to it) contains a column from Robert W. Lucky where he discusses Usenet (without any explanation of how to connect yourself to it; I suppose IEEE members were thought smart enough to figure it out for themselves), frequently calling it just “the net.”


Simultaneously, Jerry Pournelle occasionally mentioned having net access (through MIT) in his BYTE columns, although I think he switched to BIX, sponsored by the magazine, once that got going. He mentions receiving a public key-encrypted message.

He closed with “I am fascinated by the question of whether a new form of social interaction is in the making, or whether the phenomenon is just passing through an interesting, useful phase on its way to oblivion as thousands of new subscribers increase the noise and junk level until nothing but echoes of what-might-have-been remain.”


Pournelle on why he wanted a kill file for BIX:

whereas an open computer conference begins with a small number of well-informed and highly interested participants, it soon attracts others. That’s all right; it’s supposed to attract others. Where else would you get new ideas? But soon it attracts too many, far too many, and some of them are not only ignorant but aggressively misinformed. Dilution takes place. Arguments replace discussions. Tempers are frayed. The result is that while computer conferencing began by saving time, it starts to eat up all the time it saved and more. Communications come from dozens of sources. Much of it is redundant. Some of it is stupid. The user spends more and more time dealing with irrelevancies. One day the user wakes up, decides the initial euphoria was spurious, and logs off, never to return. This is known as burnout, and it’s apparently quite common. … I noticed something: most of the irritation came from a handful of people, sometimes only one or two. If I could only ignore them, the computer conferences were still valuable. Alas, it’s not always easy to do


plus ça change, plus c’est la même chose
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				Pournelle lost his access via MIT at least in part because he kept on mentioning it in Byte, and the admins were worried that someone in power might start asking questions about why a science fiction author had free access to the ARPAnet. There was a little drama about whether it might have been politically motivated (and it clearly was also in part because the admins thought he was an ass). Fun bit of ancient internet drama, honestly pretty much exactly like modern internet drama:

https://www.bradford-delong.com/2013/07/how-jerry-pournelle-got-kicked-off-the-arpanet.html
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				Pournelle lost his access via MIT at least in part because he kept on mentioning it in Byte


I didn’t want to get into that here. But since you brought it up …

I’ve read every issue of BYTE during its first 13 years, including Pournelle’s columns over this period. He in no way flaunts his net access; he occasionally mentions it as a matter-of-fact thing, and much less often than (say) discussing his constantly receiving tons of mail delivering new products that companies hope he mentions in writing.

It’s pretty obvious in retrospect that Pournelle really was kicked because of his political beliefs. As Dean says in the comments to DeLong’s post, ARPANET a) had unofficial users since pretty much the beginning, and b) by 1985 wasn’t really ARPANET anymore. I mean, good grief, one person cites how Pournelle dares to criticize some MIT Lisp project! Talk about overreaching in order to avoid the real issue he has with Pournelle (or anyone like him) having an account.

There’s no reasonable way for Chris Stacy (who has never hidden his own politics, which are very different from Pournelle’s) or anyone else to fear that because Pournelle mentions having access to some computer, that hordes of the unwashed would rush to MIT demanding their own account, any more than expecting hordes to demand of the Sri Lankan Air Force a personal helicopter to travel around the island (which is what Pournelle received when he visited Arthur C. Clarke, as mentioned in another column). Note that Stacy a) never denies calling Pournelle a fascist, and b) tries to avoid further public discussion of the subject.

And, yes, if anyone had the pull to get “ARPANET” to get his own account back, it would be Pournelle. He was, indeed, very tied into the SDI program at this time. That he didn’t is, I presume, some combination of a) not wanting to go to the trouble, b) not wanting to go where one does not feel wanted, c) ARPANET no longer being “ARPA”net, and d) BIX by this time up and running (and quite possibly with more traffic than the net).
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				Hey Keith, you didn’t happen to be in rural California did you? I started an ISP in summer 1995 that was the first one in the area that wasn’t long distance.
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				I actually lived on the Lake Huron shore of Ontario (near a power plant, which might have made for some concentration of “technical types.”) Maybe that’s one more reminder I shouldn’t feel “those who connected to the Internet in 1994 were somehow sharper than those who did it in 1995, and for that matter computer-magazine columns about it were starting to become obvious in 1993…” One thing I didn’t mention before was having noticed (through very recent computer-magazine skimming) a brief mention of the Internet in an Apple II magazine from 1990, although I guess I don’t skim BYTE well enough to have noticed its brief mentions.
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				Neat, a parallel timeline. Yeah we started an ISP in summer 1995 when there were none in the area. The office was a converted house with fish tanks everywhere. We had to pay to get a T1 line dug out to the country. The workers kept wondering why.

Started with 10 modems and it became the hub of town business activity. User groups were teaching people how to make web pages. It was a wonderful time of change.
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				“Peter Tattam made a small fortune” – I really hope he did, but here’s an article which disagrees:

https://www.vice.com/en/article/bmv3z3/the-story-of-shareware-the-original-in-app-purchase

My first experience of the web was with NCSA Mosaic (which must have been pretty new by then) on a Sun workstation with X11. But WWW wasn’t the first attempt to make the net more user friendly. One that might be worth mentioning was Gopher, essentially FTP with an interface. When the web came along, it declined pretty quickly.

And as for the WWW abbreviation, here’s a Douglas Adams quote: “The World Wide Web is the only thing I know of whose shortened form takes three times longer to say than what it’s short for.”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 21, 2022 at 7:58 am			

			
				
				I’m sorry to see that. I’d assumed that Tattam must have done very well indeed, given the quantity of deals he had with ISPs, bookstore Internet kits, etc.

I am aware of Gopher, as well as text-only Web solutions like Lynx. It’s always difficult to decide what to put in and what to take out. In this case, I’m afraid it would be a digression that interrupts the flow of the narrative a bit too much.

				


			

			

	
		
		
						
				Nate			

			
				May 21, 2022 at 6:57 pm			

			
				
				You can send a donation here.

https://news.ycombinator.com/item?id=2282875

				


			

			

	

		
		
						
				Andrew Pam			

			
				May 23, 2022 at 9:00 am			

			
				
				There was definitely a transitional period; when I first set up our site Glass Wings in 1993, I used the “gn” server which offered the same content as both Gopher and Web (HTML/HTTP).

				


			

			

	

		
		
						
				Alan Estenson			

			
				May 23, 2022 at 6:54 pm			

			
				
				Wow, I hadn’t thought of Gopher in decades.  In 1991-1992, I was an undergraduate at the University of Minnesota with a part-time job working in the campus microcomputer labs.  (aside, where another “labbie” introduced me to Usenet…)  I can recall going to the Shepherd Labs building on campus for an informal introduction to Gopher from one of the developers.  They wanted us to know enough about it to assist lab users with questions.  A year or so later, I typed “mosaic” for the first time at the command prompt on a Sun workstation.

				


			

			

	

		
		
						
				Jim Nelson			

			
				May 26, 2022 at 11:57 pm			

			
				
				I recall just prior to the Web explosion (but during the multimedia boom) reading an article that asked whether hypertext would ever come into its own.  The article pointed out that the largest distributor of a (non-networked) hypertext viewer was Microsoft in the form of WINHELP.EXE.  Hypertext was one of the those concepts swirling around the PC revolution for years, but no one could seem to figure out the killer app that would cement it into place, like mobile/pen computing, or, heck, UNIX during the 1980s.

I’m surprised Ted Nelson (no relation) was not mentioned.  My experience has been that most people uninformed about computer history are taken aback when they learn the underpinnings of the Web date back to the early 1960s, even if it was not fully realized back then.  (Ted Nelson would say the WWW still hasn’t realized his vision, but that’s a longer topic.)

				


			

			

	
		
		
						
				declain			

			
				May 27, 2022 at 10:14 am			

			
				
				Ted Nelson was mentioned earlier in one of the previous articles.

https://www.filfre.net/2016/09/the-freedom-to-associate/

				


			

			

	













		
		
						
				Leo Vellés			

			
				May 21, 2022 at 12:31 pm			

			
				
				“At any rate, it was left to independent tinkerers who who had been dreaming of owning a computer of their own for years..”.

A double “who” there Jimmy.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 21, 2022 at 1:06 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Leo Vellés			

			
				May 21, 2022 at 2:12 pm			

			
				
				And a double “the” here:

“some might say are rightfully his for putting the finishing touch on the greatest revolution in communications since the the printing press…”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 21, 2022 at 2:58 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Joe Latshaw			

			
				May 21, 2022 at 5:38 pm			

			
				
				“dull as ditch water”

I believe the phrase is “dull as dishwater,” as dishwater is typically milky-gray and what’s in it is known, while ditch water could be full of just about *anything* – much of it pretty gross, which, while unpleasant, isn’t boring!

I’m loving this series of articles as it’s intersecting with my teen years and my relatively early introduction to the internet.  My father had Compuserve and AOL, but when he brought home Mosaic on his work laptop in about 1993-1994, I was fascinated.  I very quickly went looking for sites like Ford.com and CocaCola.com (there were no search engines yet, really) and was shocked that such sites didn’t exist.  I very quickly suggested we purchase those URLs as they surely would soon come into demand.  My parents weren’t keen on spending what was, at the time, a pretty high price for web addresses based on some hare-brained idea from their 12 or 13 year old kid.  We could have been the first cybersquatters as they eventually became known, and unlike others, I’d have been happy to sell them to their eventual owners for something like $50,000 a pop.  It would have paid for a better college than I eventually went to at least.

Part of me is bummed that I was in rural Pennsylvania rather than Silicon Valley and I wouldn’t have even known who to show my nascent HTML site building skills, but then it was mostly my own fault for specifically NOT going into a computer related field in college, having gotten bored with it all by 1999 or so.

I never ended up an internet millionaire, but then I was far too immature at that age to deal with success like that.  My much more modest career in healthcare IT and the life it’s given me really is enough and came when I was mature enough for it.  Well, mostly enough, anyway. :) But I do really have this era of innovation to thank for the influence it had on me.  Many thanks for these articles, Jimmy!

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 21, 2022 at 7:17 pm			

			
				
				The original idiom was actually “ditch water.” But it is often written as “dishwater” today. Neither version can be called incorrect in contemporary usage, but I’m something of a classicist, and tend to be old school about such things. ;)

A life in healthcare is certainly nothing to look down upon. My wife is an oncologist, and I suspect that she does more real good in the world in a month than I do in a year.

				


			

			

	
		
		
						
				Alex Smith			

			
				May 22, 2022 at 1:31 am			

			
				
				As you say, it was “ditch” before “dish,” however near as I can tell, it should be “ditchwater” and not “ditch water.”

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 22, 2022 at 7:53 am			

			
				
				To compound a word or not is always a tricky question. (“Video game” or “videogame”?) I usually compound words that have a become a perennial in combination in everyday discourse. In the 21st century at least, “ditch” and “water” don’t quite qualify. ;)

				


			

			

	
		
		
						
				Alex Smith			

			
				May 23, 2022 at 3:26 am			

			
				
				Yes, but while various dictionaries disagree on “video game” versus “videogame” since the term is still so new (and bound to eventually go to one word if history is any guide), ditchwater seems to be the universal spelling everywhere from OED, to Merriam-Webster, Collins, Macmillan, Cambridge, and Britannica.  The future of world language hardly hinges on your compounding preferences, but as a language pedant, I do feel compelled to point out you may be on the wrong side of history for this one. =p

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 23, 2022 at 6:06 am			

			
				
				Okay, have it your way. ;)

				


			

			

	





















		
		
						
				mycophobia			

			
				May 22, 2022 at 4:37 pm			

			
				
				‘first in the form of fevered textual fantasies, than in the somehow even more quaint form of “ASCII art,’

“then” not “than”?

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 22, 2022 at 8:00 pm			

			
				
				Yes. Thanks!

				


			

			

	





		
		
						
				Charles			

			
				May 27, 2022 at 6:56 am			

			
				
				“… Soon anyone with a computer, a modem, and a valid credit card…”

When CompuServe was young, it was not actually necessary to have a credit card; they were perfectly happy to bill you like any other metered utility, and in my case I would receive an accounting of minutes in the usual fashion (via snail mail). Following that, I walked to the savings and loan, drew a money order from my passbook savings, and sent it to them to settle the account.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				May 30, 2022 at 4:44 am			

			
				
				I didn’t realize that. Thanks!

				


			

			

	





		
		
						
				Doug Orleans			

			
				June 17, 2022 at 11:26 pm			

			
				
				I was a senior at UC Berkeley in 1992 and hung out at the eXperimental Computing Facility, a workstation lab for undergrads to work on independent projects. One day a quiet guy named Pei Wei showed me what he’d been working on: ViolaWWW. At the time I didn’t really understand what was cool about it, but it turns out to have been the first ever graphical web browser. I guess it was the Betamax to Mosaic’s VHS.

				


			

			

	

			




	
		
	
		
			
				A Web Around the World, Part 11: A Zero-Sum Game

				June 3, 2022
			

Mosaic Communications was founded on $13 million in venture capital, a pittance by the standards of today but an impressive sum by those of 1994. Marc Andreessen and Jim Clark’s business plan, if you can call it that, would prove as emblematic of the era of American business history they were inaugurating as anything they ever did. “I don’t know how in hell we’re going to make money,” mused Clark, “but I’ll put money behind it, and we’ll figure out a way. A market growing as quickly as that [one] is going to have money to be made in it.” This naïve faith that nebulous user “engagement” must inevitably be transformed into dollars in the end by some mysterious alchemical process would be all over Silicon Valley throughout the dot-com boom — and, indeed, has never entirely left it even after the bust.

Andreessen and Clark’s first concrete action after the founding was to contact everyone at the National Center for Supercomputing Applications who had helped out with the old Mosaic browser, asking them to come to Silicon Valley and help make the new one. Most of their targets were easily tempted away from the staid nonprofit by the glamor of the most intensely watched tech startup of the year, not to mention the stock options that were dangled before them. The poaching of talent from NCSA secured for the new company some of the most seasoned browser developers in the world. And, almost as importantly, it also served to cut NCSA’s browser — the new one’s most obvious competition — off at the knees. For without these folks, how was NCSA to keep improving its browser?

The partners were playing a very dangerous game here. The Mosaic browser and all of its source code were owned by NCSA as an organization. Not only had Andreessen and Clark made the cheeky move of naming their company after a browser they didn’t own, but they had now stolen away from NCSA those people with the most intimate knowledge of how said browser actually worked. Fortunately, Clark was a grizzled enough veteran of business to put some safeguards in place. He was careful to ensure that no one brought so much as a line of code from the old browser with them to Mosaic Communications. The new one would be entirely original in terms of its code if not in terms of the end-user experience; it would be what the Valley calls a “clean-room implementation.”

Andreessen and Clark were keenly aware that the window of opportunity to create the accepted successor to NCSA Mosaic must be short. They made it clearer with every move they made that they saw the World Wide Web as a zero-sum game. They consciously copied the take-no-prisoners approach of Bill Gates, CEO of Microsoft, which had by now replaced IBM as the most powerful and arguably the most hated company in the computer industry. Marc Andreessen:

We knew that the key to success for the whole thing was getting ubiquity on the [browser] side. That was the way to get the company jump-started because that gives you essentially a broad platform to build off of. It’s basically a Microsoft lesson, right? If you get ubiquity, you have a lot of options, a lot of ways to benefit from that. You can get paid by the product that you are ubiquitous on, but you can also get paid on products that benefit as a result. One of the fundamental lessons is that market share now equals revenue later, and if you don’t have the market share now, you are not going to have revenue later. Another fundamental lesson is that whoever gets the volume does win in the end. Just plain wins. There has to be just one single winner in a market like this.


The founders pushed their programmers hard, insisting that the company simply had to get the browser out by the fall of 1994, which gave them a bare handful of months to create it from scratch. To spur their employees on, they devised a semi-friendly competition. They divided the programmers into three teams, one working on a browser for Unix, one on the Macintosh version, and one on the Microsoft Windows version. The teams raced one another from milestone to milestone, and compared their browsers’ rendering speeds down to the millisecond, all for weekly bragging rights and names on walls of fame and/or shame. One mid-level manager remembers how “a lot of times, people were there 48 hours straight, just coding. I’ve never seen anything like it, in terms of honest-to-God, no BS, human endurance.” Inside the office, the stakes seemed almost literally life or death. He recalls an attitude that “we were fighting some war and that we could win.”

In the meantime, Jim Clark was doing some more poaching. He hired away from his old company Silicon Graphics an ace PR woman named Rosanne Siino. She became the mass-media architect of the dot-com founder as genius, visionary, and all-around rock star. “We had this 22-year-old kid who was pretty damn interesting, and I thought, ‘There’s a story here,'” she says. She proceeded to pitch that story to anyone who would take her calls.

Andreeseen, for his part, slipped into his role fluidly enough after just a bit of coaching. “If you get more visible,” he reasoned, “it counts as advertising, and it doesn’t cost anything.” By the mid-summer of 1994, he was doing multiple interviews most days. Tall and athletically built, well-dressed and glib — certainly no one’s stereotype of a pasty computer nerd — he was perfect fodder for tech journals, mainstream newspapers, and supermarket tabloids alike. “He’s young, he’s hot, and he’s here!” trumpeted one of the last above a glamor shot of the wunderkind.

The establishment business media found the rest of the company to be almost as interesting if not quite as sexy, from its other, older founder who was trying to make lightning strike a second time to the fanatical young believers who filled the cubicles; stories of crunch time were more novel then than they would soon become. Journalists fixated on the programmers’ whimsical mascot, a huge green and purple lizard named Mozilla who loomed over the office from his perch on one wall. Some were even privileged to learn that his name was a portmanteau of  “Mosaic” and “Godzilla,” symbolizing the company’s intention to annihilate the NCSA browser as thoroughly as the movie monster had leveled Tokyo. On the strength of sparkling anecdotes like this, Forbes magazine named Mosaic Communications one of its “25 Cool Companies” — all well before it had any products whatsoever.

[image: ]Mozilla, the unofficial mascot of Mosaic (later Netscape) Communications. He would prove to be far longer-lived than the company he first represented. Today he still lends his name to the Mozilla Foundation, which maintains an open-source browser and fights for open standards on the Web — somewhat ironically, given that the foundation’s origins lie in the first company to be widely perceived as a threat to those standards.


The most obvious obstacle to annihilating the NCSA browser was the latter’s price: it was, after all, free. Just how was a for-profit business supposed to compete with that price point? Andreeseen and Clark settled on a paid model that nevertheless came complete with a nudge and a wink. The browser they called Mosaic Netscape would technically be free only to students and educators. But others would be asked to pay the $39 licensing fee only after a 90-day trial period — and, importantly, no mechanism would be implemented to coerce them into doing so even after the trial expired. Mosaic Communications would thus make the cornerstone of its business strategy Andreessen’s sanguine conviction that “market share now equals revenue later.”

Mosaic Netscape went live on the Internet on October 13, 1994. And in terms of Andreessen’s holy grail of market share at least, it was an immediate, thumping success. Within weeks, Mosaic Netscape had replaced NCSA Mosaic as the dominant browser on the Web. In truth, it had much to recommend it. It was blazing fast on all three of the platforms on which it ran, a tribute to the fierce competition between the teams who had built its different versions. And it sported some useful new HTML tags, such as “<center>” for centering text and “<blink>” for making it do just that. (Granted, the latter was rather less essential than the former, but that wouldn’t prevent thousands of websites from hastening to make use of it; as is typically the case with such things, the evolution of Web aesthetics would happen more slowly than that of Web technology.) Most notably of all, Netscape added the possibility of secure encryption to the Web, via the Secure Sockets Layer (SSL). The company rightly considered SSL to be an essential prerequisite to online commerce; no one in their right mind was going to send credit-card numbers in the clear.

But, valuable though these additions (mostly) were, they raised the ire of many of those who had shepherded the Web through its early years, not least among them Tim Berners-Lee. Although they weren’t patented and thus weren’t proprietary in a legal sense — anyone was free to implement them if they could figure out how they worked — Mosaic Communications had rolled them out without talking to anyone about what they were doing, leaving everyone else to play catch-up in a race of their making.

Still, such concerns carried little weight with most users. They were just happy to have a better browser.

More pressing for Andreessen and Clark were the legal threats that were soon issuing from NCSA and the University of Illinois, demanding up to 50 percent of the revenue from Mosaic Netscape, which they alleged was by rights at least half theirs. These continued even after Jim Clark produced a report from a forensic software expert which stated that, for all that they might look and feel the same, NCSA Mosaic and Mosaic Netscape shared no code at all. Accepting at last that naming their company after the rival browser whose code they insisted they were not stealing had been terrible optics, Andreessen and Clark rechristened Mosaic Communications as Netscape Communications on November 14, 1994; its browser now became known as Netscape Navigator. Seeking a compromise to make the legal questions go away once and for all, Clark offered NCSA a substantial amount of stock in Netscape, only to be turned down flat. In the end, he agreed to a cash settlement instead; industry rumor placed it in the neighborhood of $2 million. NCSA and the university with which it was affiliated may have have felt validated by the settlement, but time would show that it had not been an especially wise decision to reject Clark’s first overture: ten months later, the stock NCSA had been offered was worth $17 million.



 

For all its exciting growth, the World Wide Web had made relatively few inroads with everyday Americans to this point. But all of that changed in 1995, the year when the Web broke through in earnest. There was now enough content there to make it an interesting place for the ordinary Joe or Jane to visit, as well as a slick, user-friendly browser for him or her to use in Netscape Navigator.

Just as importantly, there were for the first time enough computers in daily use in American homes to make something like the Web a viable proposition. With the more approachable Microsoft Windows having replaced the cryptic, command-line-driven MS-DOS as the typical face of consumer computing, with new graphics card, sound cards, and CD-ROM drives providing a reasonably pleasing audiovisual experience, with the latest word processors and spreadsheets being more powerful and easier to use than ever before, and with the latest microprocessors and hard drives allowing it all to happen at a reasonably brisk pace, personal computers had crossed a Rubicon in the last half-decade or so, to become gadgets that people who didn’t find computers themselves intrinsically fascinating might nonetheless want to own and use. Netscape Navigator was fortunate enough to hit the scene just as these new buyers were reaching a critical mass. They served to prime the pump. And then, once just about everyone with a computer seemed to be talking about the Web, the whole thing became a self-reinforcing virtuous circle, with computer owners streaming onto the Web and the Web in turn driving computer sales. By the summer of 1995, Netscape Navigator had been installed on at least 10 million computers.

Virtually every major corporation in the country that didn’t have a homepage already set one up during 1995. Many were little more than page or two of text and a few corporate logos at this point, but a few did go further, becoming in the process harbingers of the digital future. Pizza Hut, for example, began offering an online ordering service in select markets, and Federal Express made it possible for customers to track the progress of their packages around the country and the world from right there in their browsers. Meanwhile Silicon Valley and other tech centers played host to startup after startup, including plenty of names we still know well today: the online bookstore (and later anything-store) Amazon, the online auction house eBay, and the online dating service Match.com among others were all founded this year.

Recognizing an existential threat when they saw one, the old guard of circumscribed online services such as CompuServe, who had pioneered much of the social and commercial interaction that was now moving onto the open Web, rushed to devise hybrid business models that mixed their traditional proprietary content with Internet access. Alas, it would avail most of them nothing in the end; the vast majority of these dinosaurs would shuffle off to extinction before the decade was out. Only an upstart service known as America Online, a comparative latecomer on the scene, would successfully weather the initial storm, thanks mostly to astute marketing that positioned it as the gentler, friendlier, more secure alternative to the vanilla Web for the non-tech-savvy consumer. Its public image as a sort of World Wide Web with training wheels would rake in big profits even as it made the service and its subscribers objects of derision for Internet sophisticates. But even America Online would not be able to maintain its stranglehold on Middle America forever. By shortly after the turn of the millennium — and shortly after an ill-advised high-profile merger with the titan of old media Time Warner — it too would be in free fall.



 

One question stood foremost in the minds of many of these millions who were flocking onto the Web for the first time: how the heck were they supposed to find anything here? It was, to be sure, an ironic question to be asking, given that Tim Berners-Lee had invented his World Wide Web for the express purpose of making the notoriously confounding pre-Web Internet easier to navigate. Yet as websites bred and spawned like rabbits in a Viagra factory, it became a relevant one once again.

The idea of a network of associative links was as valid as ever — but just where were you to start when you knew that you wanted to, say, find out the latest rumors about your favorite band Oasis? (This was the mid-1990s, after all.) Once you were inside the Oasis ecosystem, as it were, it was easy enough to jump from site to site through the power of association. But how were you to find your way inside in the first place when you first fired up your browser and were greeted with a blank page and a blank text field waiting for you to type in a Web address you didn’t know?

One solution to this conundrum was weirdly old-fashioned: brick-and-mortar bookstore shelves were soon filling up with printed directories that cataloged the Web’s contents. But this was a manifestly inadequate solution as well as a retrograde one; what with the pace of change on the Web, such books were out of date before they were even sold. What people really needed was a jumping-off point on the Web itself, a home base from which to start each journey down the rabbit hole of their particular interests, offering a list of places to go that could grow and change as fast as the Web itself. Luckily, two young men with too much time on their hands had created just such a thing.

Jerry Yang and David Filo were rather unenthusiastic Stanford graduate students in computer science during the early 1990s. Being best friends, they discovered the Web together shortly after the arrival of the NCSA Mosaic browser. Already at this early date, finding the needles in the digital haystack was becoming difficult. Therefore they set up a list of links they found interesting, calling it “Jerry and David’s Guide to the World Wide Web.” This was not unique in itself; thousands of others were putting up similar lists of “cool links.” Yang and Filo were unique, however, in how much energy they devoted to the endeavor.

[image: ]Jerry Yang and David Filo. Bare feet were something of a staple of Silicon Valley glamor shots, serving as a delightful shorthand for informal eccentricity in the eyes of the mass media.


They were among the first wave of people to discover the peculiar, dubiously healthy dopamine-release mechanism that is online attention, whether measured in page views, as in those days, or likes or retweets, as today. The more traffic that came their way, the more additional traffic they wanted. Instead of catering merely to their personal interests, they gradually turned their site into a comprehensive directory of the Web — all of it, in the ideal at least. They surfed tirelessly day after day, neglecting girlfriends, family, and personal hygiene, not to mention their coursework, trying to keep up with the Sisyphean task of cataloging every new site of note that went up on the Web, then slotting it into a branching hierarchy of hundreds of categories and sub-categories.

In April of 1994, they decided that their site needed a catchier name. Their initial thought was to combine their last names in some ingenious way, but they couldn’t find one that worked. So, they focused on the name of Yang, by nature the more voluble and outgoing of the pair. They were steeped enough in hacker culture to think of a popular piece of software called YACC; it stood for “Yet Another Compiler Compiler,” but was pronounced like the Himalayan beast of burden. That name was obviously taken, but perhaps they could come up with something else along those lines. They looked in a dictionary for words starting with “ya”: “yawn,” “yawp,” “yaw,” “y-axis”… “yahoo.” The good book told them that “yahoo” derived from Jonathan Swift’s Gulliver’s Travels, where it referred to “any of a race of brutish, degraded creatures having the form and all of the vices of man.” Whatever — they just liked the sound of the word. They racked their brains until they had turned it into an acronym: “Yet Another Hierarchical Officious Oracle.” Whatever. It would do. A few months later, they stuck an exclamation point at the end as a finishing touch. And so Yahoo! came to be.

[image: ]Yahoo! very shortly after it received its name, but before it received its final flourish of an exclamation point.


For quite some time after that, not much changed on the surface. Yang and Filo had by now appropriated a neglected camping trailer on one of Stanford’s back parking lots, which they turned into their squalid headquarters. They tried to keep up with the flood of new content coming onto the Web every day by living in the trailer, trading four-hour shifts with one another around the clock, working like demons for that sweet fix of ever-increasing page-view numbers. “There was nothing else in the world like it,” says Yang. “There was such camaraderie, it was like driving off a cliff.”

But there came a point, not long after the start of that pivotal Web year of 1995, when Yang and Filo had to recognize that they were losing their battle with new content. So, they set off in search of the funding they would need to turn what had already become in the minds of many the Web’s de-facto “front page” into a real business, complete with employees they could pay to do what they had been doing for free. They seriously considered joining America Online, then came even closer to signing on with Netscape, a company which had already done much for their popularity by placing their site behind a button displayed prominently by the Navigator browser. In the end, though, they opted to remain independent. In April of 1995, they secured $4 million in financing, thanks to a far-sighted venture capitalist named Mike Moritz, who made the deal in the face of enormous skepticism from his colleagues. “The venture community [had never] invested in anything that gave a product away for free,” he remembers.

Or had they? It all depended on how you looked at it. Yang and Filo noted that television broadcasters had been giving their product away for free for decades as far as the individual viewer was concerned, making their money instead by selling access to their captive audience to third-party advertisers. Why couldn’t the same thing work on the Web? The demographic that visited Yahoo! regularly was, after all, an advertiser’s dream, being largely comprised of young adults with disposable income, attracted to novelty and with enough leisure time to indulge that attraction.

So, advertising started appearing on Yahoo! very shortly after it became a real business. Adherents to the old, non-commercial Web ideal grumbled, and some of them left in a huff, but their numbers were dwarfed by the continuing flood of new Netizens, who tended to perceive the Web as just another form of commercial media and were thus unfazed when they were greeted with advertising there. With the help of a groundbreaking Web analytics firm known as I/PRO, Yahoo! came up with ways to target its advertisements ever more precisely to each individual user’s interests, which she revealed to the company whether she wanted to or not through the links she clicked. The Web, Yang and Filo were at pains to point out, was the most effective advertising environment ever to appear. Business journalist Robert H. Reid, who profiled Netscape, Yahoo!, I/PRO, and much of the rest of the early dot-com startup scene for a book published in 1997, summed up the advantages of online advertising thusly:

There is a limit to how targeted advertising can be in traditional media. [This is] because any audience that is larger than one, even a fairly small and targeted [audience], will inevitably have its diversity elements (certain readers of the [Wall Street] Journal’s C section surely do not care about new bond issues, while certain readers of Field and Stream surely do). The Web has the potential to let marketers overcome this because, as an interactive medium, it can enable them to target their messages with surgical precision. Database technology can allow entirely unique webpages to be generated and served in moments based upon what is known about a viewer’s background, interests, and prior trajectory through a site. A site with a diverse audience can therefore direct one set of messages to high-school boys and a wholly different one to retired women. Or it could go further than this — after all, not all retired women are interested in precisely the same things — and present each visitor with an entirely unique message or experience.


Then, too, on the Web advertisers could do more than try to lodge an impression in a viewer’s mind and hope she followed up on it later, as was the case with television. They could rather present an advertisement as a clickable link that would take her instantly to their own site, which she could browse to learn far more about their products than she ever could from a one-minute commercial, which she might even be able to use to buy their products then and there — instant gratification for everyone involved.

Unlike so many Web firms before and after it, Yahoo! became profitable right away on the strength of reasoning like that. Even when Netscape pulled the site from Navigator at the end of 1995, replacing it with another one that was willing to pay dearly for the privilege — another sign of the changing times — it only briefly affected Yahoo!’s overall trajectory. As far as the mainstream media was concerned, Yang and Filo — these two scruffy graduate students who had built their company in a camping trailer — were the best business story since the rise of Netscape. If anything, Jerry Yang’s personal history made Yahoo! an even more compelling exemplar of the American Dream: he had come to the United States from Taiwan at the age of ten, when the only word of English he knew was “shoe.” When Yang showed that he could be every bit as charming as Marc Andreessen, that only made the story that much better.

Declaring that Yahoo! was a media rather than a technology company, Yang displayed a flair for branding one would never expect from a lifelong student: “It’s an article of culture. This differentiates Yahoo!, makes it cool, and gives it a market premium.” Somewhat ironically given its pitch that online advertising was intrinsically better than television advertising, Yahoo! became the first of the dot-com startups to air television commercials, all of which concluded with a Gene Autry -soundalike yodeling the name, an unavoidable ear worm for anyone who heard it. A survey conducted in 1996 revealed that half of all Americans already knew the brand name — a far larger percentage than that which had actually ventured online by that point. It seems safe to say that Yahoo! was the most recognizable of all the early Web brands, more so even than Netscape.

See https://www.youtube.com/embed/X2_XzGPqBJ0

 

Trailblazing though Yahoo!’s business model was in many ways, its approach to its core competency seems disarmingly quaint today. Yahoo! wasn’t quite a search engine in the way we think of such things; it was rather a collection of sanctioned links, hand-curated and methodically organized by a small army of real human beings. Well before television commercials like the one above had begun to air, the dozens of “surfers” it employed — many of them with degrees in library science — had been relieved of the burden of needing to go out and find new sites for themselves by their own site’s ubiquity. Owners of sites which wished to be listed were expected to fill out a form, then wait patiently for a few days or weeks for someone to get to their request and, if it passed muster, slot it into Yahoo!’s ever-blossoming hierarchy.

[image: ]Yahoo! as it looked in October of 1996. A search field has recently been added, but it searches only Yahoo!’s hand-curated database of sites rather than the Web itself.


The alternative approach, which was common among Yahoo!’s competitors even at the time, is to send out automated “web crawlers,” programs that jump from link to link, in order to index all of the content on the Web into a searchable database. But as far as many Netizens were concerned in the mid-1990s, that approach just didn’t work all that well. A search for “Oasis” on one of these sites was likely to show you hundreds of pages dealing with desert ecosystems, all jumbled together with those dealing with your favorite rock band. It would be some time before search engines would be developed that could divine what you were really looking for based on context, that could infer from your search for “Oasis band” that you really, really didn’t want to read about deserts at that particular moment. Search engines like the one around which Google would later build its empire require a form of artificial intelligence — still not the computer consciousness of the old “giant brain” model of computing, but a more limited, context-specific form of machine learning — that would not be quick or easy to develop. In the meantime, there was Yahoo! and its army of human librarians.



 

And there were also the first Internet IPOs. As ever, Netscape rode the crest of the Web wave, the standard bearer for all to follow. On the eve of its IPO of August 9, 1995, it was decided to price the shares at $28 each, giving a total value to the company of over $1 billion, even though its total revenues to date amounted to $17 million and its bottom line to date tallied a loss of $13 million. Nevertheless, when trading opened the share price immediately soared to $74.75. “It took General Dynamics 43 years to become a corporation worth today’s $2.7 billion,” wrote The Wall Street Journal. “It took Netscape Communications about a minute.”

Yahoo!’s turn came on April 12, 1996. Its shares were priced at $13 when the day’s trading opened, and peaked at $43 over the course of that first day, giving the company an implied value of $850 million.

It was the beginning of an era of almost incomprehensible wealth generated by the so-called “Internet stocks,” often for reasons that were hard for ordinary people to understand, given how opaque the revenue models of so many Web giants could be. Even many of the beneficiaries of the stock-buying frenzy struggled to wrap their heads around it all. “Take, say, a Chinese worker,” said Lou Montulli, a talented but also ridiculously lucky programmer at Netscape. “I’m probably worth a million times the average Chinese worker, or something like that. It’s difficult to rationalize the value there. I worked hard, but did I really work that hard? I mean, can anyone work that hard? Is it possible? Is anyone worth that much?” Four of the ten richest people in the world today according to Forbes magazine — including the two richest of all — can trace the origins of their fortunes directly to the dot-com boom of the 1990s. Three more were already in the computer industry before the boom, and saw their wealth exponentially magnified by it. (The founders I’ve profiled in this article are actually comparatively small fish today. Their rankings on the worldwide list of billionaires as of this writing range from 792 in the case of David Filo to 1717 for Marc Andreessen.)

And what was Tim Berners-Lee doing as people began to get rich from his creation? He did not, as some might have expected, decamp to Silicon Valley to start a company of his own. Nor did he accept any of the “special advisor” roles that were his for the taking at a multitude of companies eager to capitalize on the cachet of his name. He did leave CERN, but made it only as far as Boston, where he founded a non-profit World Wide Web Consortium in partnership with MIT and others. The W3C, as it would soon become known, was created to lead the defense of open standards against those corporate and governmental forces which were already demonstrating a desire to monopolize and balkanize the Web. At times, there would be reason to question who was really leading whom; the W3C would, for example, be forced to write into its HTML standard many of the innovations which Netscape had already unilaterally introduced into its industry-leading browser. Yet the organization has undoubtedly played a vital role in keeping the original ideal of the Web from giving way completely to the temptations of filthy lucre. Tim Berners-Lee remains to this day the only director the W3C has ever known.

So, while Marc Andreessen and Jerry Yang and their ilk were becoming the darlings of the business pages, were buying sports cars and attending the most exclusive parties, Tim Berners-Lee was riding a bus to work every day in Boston, just another anonymous commuter in a gray suit. It was fall when he first arrived in his new home, and so, as he says, “the bus ride gave me time to revel in New England’s autumnal colours.” Many over the years have found it hard to believe he wasn’t bitter that his name had become barely a footnote in the reckoning of the business-page pundits who were declaring the Web — correctly, it must be said — the most important development in mass media in their lifetimes. But he himself insists — believably, it must be said — that he was not and is not resentful over the way things played out.

People sometimes ask me whether I am upset that I have not made a lot of money from the Web. In fact, I made some quite conscious decisions about which way to take in life. Those I would not change. What does distress me, though, is how important a question it seems to be for some. This happens mostly in America, not Europe. What is maddening is the terrible notion that a person’s value depends on how important and financially successful they are, and that that is measured in terms of money. This suggests disrespect for the researchers across the globe developing ideas for the next leaps in science and technology. Core in my upbringing was a value system that put monetary gain well in its place, behind things like doing what I really want to do. To use net worth as a criterion by which to judge people is to set our children’s sights on cash rather than on things that will actually make them happy.

It can be occasionally frustrating to think about the things my family could have done with a lot of money. But in general I’m fairly happy to let other people be in the Royal Family role…


Perhaps Tim Berners-Lee is the luckiest of all the people whose names we still recognize from that go-go decade of the 1990s, being the one who succeeded in keeping his humanity most intact by never stepping onto the treadmill of wealth and attention and “disruption” and Forbes rankings. Heaven help those among us who are no longer able to feel the joy of watching nature change her colors around them.



 

In 1997, Robert H. Reid wrote that “the inevitable time will come when the Web’s dawning years will seem as remote as the pioneering days of film seem today. Today’s best and most lavishly funded websites will then look as naïve and primitive as the earliest silent movies.” Exactly this has indeed come to pass. And yet if we peer beneath the surface of the early Web’s garish aesthetics, most of what we find there is eerily familiar.

One of the most remarkable aspects of the explosion of the Web into the collective commercial and cultural consciousness is just how quickly it occurred. In the three and one quarter years between the initial release of the NCSA Mosaic browser and the Yahoo! IPO, a new digital society sprang into being, seemingly from nothing and nowhere. It brought with it all of the possibilities and problems we still wrestle with today. For example, the folks at Netscape, Yahoo!, and other startups were the first to confront the tension between free speech and hate speech online. (Straining to be fair to everyone, Yahoo! reluctantly decided to classify the Ku Klux Klan under the heading of “White Power” rather than “Fascism,” much less booting it off their site completely.) As we’ve seen, the Internet advertising business emerged from whole cloth during this time, along with all of the privacy concerns raised by its determination to track every single Netizen’s voyages in the name of better ad targeting. (It’s difficult to properly tell the story of this little-loved but enormously profitable branch of business in greater depth because it has always been shrouded in so much deliberate secrecy.) Worries about Web-based pornography and the millions of children and adolescents who were soon viewing it regularly took center stage in the mass media, both illuminating and obscuring a huge range of  questions — largely still unanswered today — about what effect this had on their psychology. (“Something has to be done,” said one IBM executive who had been charged with installing computers in classrooms, “or children won’t be given access to the Web.”) And of course the tension between open standards and competitive advantage remains of potentially existential importance to the Web as we know it, even if the browser that threatens to swallow the open Web whole is now Google Chrome instead of Netscape Navigator.

All told, the period from 1993 to 1996 was the very definition of a formative one. And yet, as we’ve seen, the Web — this enormous tree of possibility that seemed to so many to sprout fully formed out of nothing — had roots stretching back centuries. If we have learned anything over the course of the last eleven articles, it has hopefully been that no technology lives in a vacuum. The World Wide Web is nothing more nor less than the latest realization of a dream of instantaneous worldwide communication that coursed through the verse of Aeschylus, that passed through Claude Chappe and Samuel Morse and Cyrus Field and Alexander Graham Bell among so many others. Tellingly, almost all of those people who accessed the Web from their homes during the 1990s did so by dialing into it, using modems attached to ordinary telephone lines — a validation not only of Claude Shannon’s truism that information is information but of all of the efforts that led to such a flexible and sophisticated telephone system in the first place. Like every great invention since at least the end of prehistory, the World Wide Web stands on the shoulders of those which came before it.

Was it all worth it? Did all the bright sparks we’ve met in these articles really succeed in, to borrow one of the more odious clichés to come out of Silicon Valley jargon, “making the world a better place?” Clichés aside, I think it was, and I think they did. For all that the telegraph, the telephone, the Internet, and the World Wide Web have plainly not succeeded in creating the worldwide utopia that was sometimes promised by their most committed evangelists, I think that communication among people and nations is always preferable to the lack of same.

And with that said, it is now time to end this extended detour into the distant past — to end it here, with J.C.R. Licklider’s dream of an Intergalactic Computer Network a reality, and right on the schedule he proposed. But of course what I’ve written in this article isn’t really an end; it’s barely the beginning of what the Web came to mean to the world. As we step back into the flow of things and return to talking about digital culture and interactive entertainment on a more granular, year-by-year basis, the Web will remain an inescapable presence for us, being the place where virtually all digital culture lived after 1995 or so. I look forward to seeing it continue to evolve in real time, and to grappling alongside all of you with the countless Big Questions it will continue to pose for us.

(Sources: the books A Brief History of the Future: The Origins of the Internet by John Naughton, Communication Networks: A Concise Introduction by Jean Walrand and Shyam Parekh, Weaving the Web by Tim Berners-Lee, and Architects of the Web by Robert H. Reid. Online sources include the Pew Research Center’s “World Wide Web Timeline” and Forbes’s up-to-the-minute billionaires scoreboard.)
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				Nit: “yacc” stands for “Yet Another Compiler-Compiler”.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				June 3, 2022 at 6:30 pm			

			
				
				Thanks!

				


			

			

	





		
		
						
				Patrick Morris Miller			

			
				June 3, 2022 at 4:37 pm			

			
				
				YACC isn’t “Yet Another C Compiler”, it’s “Yet Another Compiler Compiler”: it takes a description of the grammar of a programming language (C or otherwise) and emits code (which happens to be in C because 1980s) to do much of the job of parsing code in said language.  (The rest of the act of compilation, such as code generation, is *your* problem.)
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				I believe you have gotten this comment several times but I will ask once again for good measure! Will we be seeing a collected & cleaned up ebook volume of this series?
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				Yes, we can do that. I should be putting up the ebook for 1995 within the next few weeks. Look for a standalone “Web Around the World” edition then. ;)
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				Meanwhile Silicon Valley played host to startup after startup, including plenty of names we still know well today: the online bookstore (and later anything-store) Amazon, the online auction house eBay, and the online dating service Match.com among others were all founded this year.   

Amazon isn’t really a Silicon Valley startup. (even if you stretch the definition heavily)  I’d use something like “Silicon Valley and beyond played host to startup after startup” to emphasize that quite a few startups were located well outside the valley.
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				Good catch. Thanks!
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				“Virtually every major corporation in the country that didn’t have a homepage already set one up during 1995.”

Would have been a fun place for an aside about Josh Quittner’s 1994 squatting of McDonalds.com for a Wired article, but I appreciate you could easily double the size of this article with fun asides, no compelling reason to dilute it like that.
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				I actually thought about that, but it didn’t wind up making the cut. Maybe in some future article. We’ve certainly not seen the end of the dot-com boom.
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				June 12, 2022 at 6:05 am			

			
				
				A former roommate had tacobell.com for a year or so, purely because he liked it to show up in his IRC /who results. They asked for it, and he just gave it to them. No demands for money or free tacos.

It was a fun and less serious time.
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				Not holding it hostage for free tacos seems like a serious misstep. ;)
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				“even America Online would not be able to maintain its stranglehold on Middle America forever. By shortly after the turn of the millennium — and shortly after an ill-advised high-profile merger with the titan of old media Time Warner — it too would be in free fall.”

Absorption by Time Warner seems to be an odd way to narratively contrast AOL from Netscape, given that both parties went down on the same ship — indeed, in the same cabin.
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				I like to believe there’s a bit of foreshadowing in the article that all may not be completely well with Netscape either. ;)
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				June 3, 2022 at 7:43 pm			

			
				
				This series of articles has been an illuminating journey. I knew many of the facts and players, but not to the depth or breadth in which you’ve presented them. Well done.
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				June 3, 2022 at 9:01 pm			

			
				
				For quite some time after that, not much changed on the surface. Yang and Filo had by now appropriated a neglected camping trailer on one of Stanford’s back parking lots, which they turned into their squalid headquarters.


Another example of using Stanford premises is Yahoo!’s URL as of fall 1994, http://akebono.stanford.edu/~yahoo/. (Is there an older one?)

				


			

			

	

		
		
						
				David Boddie			

			
				June 4, 2022 at 10:36 am			

			
				
				Thanks for writing about those pivotal years and fast-moving times! It’s been interesting to revisit the time in my life when I was getting online and seeing the start of the Web. I notice that you refer to it as the “Web” throughout, which is gratifyingly consistent. ;)

It’s interesting to consider what technology would have evolved instead of the Web as we know it. Once the original seed of hypermedia had been planted, it seems that we would always have arrived at a similar place to where we are now, though that’s probably hindsight talking. Had the original idea not caught on, maybe something like more conventional broadcast media or commercial network services would have been rolled out, though maybe the openness of the Web needed to succeed before anything like that would have been commercially viable on a large scale.

A couple of corrections – sorry!

“which she might even [be] able to use”

“It brought with it with all of the possibilities” (with)
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				Thanks!
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				June 5, 2022 at 8:59 am			

			
				
				I’m surprised that you don’t mention how perfectly the release of Windows 95 coincided with the events you describe. Strictly speaking, of course, there was no connection; Windows 3.x could be used to access the Internet just fine, and Win 95 didn’t really improve the experience in any significant way. However, if you were buying Win 95 (either with a new computer, or just to upgrade your existing computer) you were very likely offered Internet access bundled with it, and a lot of people took that offer. If Microsoft had released the new version of Windows even a year earlier or later, its initial sales wouldn’t have boosted the user base of Netscape and Yahoo at just the right time to establish them as the big players they became.

				


			

			

	
		
		
						
				Jimmy Maher			

			
				June 5, 2022 at 10:35 am			

			
				
				I’m actually planning to write some articles on Windows 95 that will serve as a continuation of two series: this one and the “Doing Windows” series. Windows 95 is not notable exclusively for its prioritization of the Internet — DirectX was huge for gaming — but it was in many ways a reflection of Microsoft’s terror of losing their near-monopoly in consumer-grade operating systems to some sort of browser-based Web appliance. Those articles will also give us a chance to highlight the move to a more dynamic Web, through what have become staple technologies such as Java and JavaScript (and some nearly forgotten ones, such as VRML).
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				Where eccentric tech folk allergic to socks in the 90s?

				


			

			

	

		
		
						
				Steve Nicholson			

			
				June 7, 2022 at 3:57 pm			

			
				
				I had a tangible illustration of the explosion of the Internet. My programming job with a Norwegian music software company had me and my wife living in Oslo from August 1995 to August 1996. When we left I felt like people were just beginning to catch on to the idea of the Web. When we came back, driving from SFO to my parents’ house in South San Francisco, every single billboard on 101 sported a URL.
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				This has been an interesting and very informative series, though I retain hopes that you will get back to reviewing adventure games at some point!

I have sat opposite Tim Berners-Lee at a couple of government meetings. I think he’s at heart an old-school eccentric academic, and made the right choice in terms of his happiness not to try and become an uber-capitalist. Perhaps the Mark Hamill of digital technology?

I’ve also met Charles Townes, whose area was lasers rather than computers but was probably the last survivor of that postwar generation of Bell Labs stars.
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				Your wish will be granted starting with the next article. I have a whole slate of them coming up. ;)
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				Jimmy, just wanted to let you know I really enjoy these long form series more than I expected to.  And especially when they add perspective to events from my own life, like this one.  Thank you!
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				June 20, 2022 at 5:47 am			

			
				
				Great article, good points made about then and now-current problems regarding the web. When I think about the way it progressed since I started going online on my own computer circa 1998, basically nothing really changed at core in the way people use it.
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				just wanted to remark that this has been a brilliant series of articles, in both concept and execution
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